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IMPROVING THE ACCURACY OF GROWTH INDICES BY THE USE OF 
RATINGS 

By G. A. McINTYRE\!< and R. F. WILLIAMst 

[ManU8cript received May 16, 1949] 

Summary 

A statistical procedure is developed whereby the precision of estimation of 
growth irtcrements and various growth indices is greatly increased, especially 
where the variability of the plant' material is great. 

The procedure takes account of the fact that the difference between the 
mean weights of two successive harvests includes the difference between the 
sample means at the time of the first harvest. The importance of this factor 
is reduced by the use of ratings of both samples taken at the time of the first 
harvest. Weight comparisons are made by reference to the mean rating at this 
time or, where a succession of harvests is involved, to a suitable estimate of 
this mean rating. 

The procedure is applied to a study on growth of tomatoes on a range 
of soil treatments and using simple chains of leaf area ratings. It is exemplified 
in detail from the control series of that experiment. 

The data are examined critically to see whether they satisfy the assumptions 
inherent in the development of the theory. It is found that the variables of 
the bivariate distributions are highly correlated, with no evidence of a 
departure from a linear trend. Under these conditions, bias introduced from 
small departures from normality in the marginal distributions will be negligible. 

Estimates of total weight, leaf weight, and leaf area based on maximum 
likelihood estimates of mean rating are more precise than are those based 
on mean rating at first harvest. 

Gains in precision in estimates of relative growth rate and net assimila­
tion rates are quite substantial, but there is little advantage in the use of 
maximum likelihood estimates in place of mean rating at first harvest for 
this purpose. 

For estimates of weight, leaf area, and growth indices, the gain in 
information using ratings is as great for the absolute as it is for the logarithmic 
data. 

General considerations relevant to the application of the procedure are 
discussed, and its merits and limitations are indicated. 

I. INTRODUCTION 

The conventional procedure for determining the increments in total dry 
weights, leaf weights, etc. of a plant species growing under a specific set of 
'conditions is to make a succession of harvests of random samples, determine 
the means, and from these to estimate the growth increments and various 
growth indices. The difference between the mean weights of two harvests 
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involves not only the sampling variation in the increments for individual plants 
between the two harvests but also the deviation of the mean of the later 
harvested plants from the other set at the time of the first harvest. As the 
interval between harvests is shortened this latter factor becomes progressively 
more important until in the limit of zero increment it is the sole source of error. 

The importance of this factor can be reduced if it is possible to make 
objective measurements or ratings~ which do not harm the plants on both sets 
at .the time of the first harvest, these measurements being highly correlated 
with total weights, leaf weight, etc. Comparisons between weights at the 
harvests may then be made at the mean rating, the sampling error of which 
is only of importance if the regression slopes of weight on rating at the two 
harvests diverge. The sampling error of the mean rating can be reduced if 
plants not harvested on either occasion are also rated at the first harvest. More 
than one rating could be used but the increase in computational labour would 
rarely justify this extension. 

II. RATING FOR A SUCCESSION OF HARVESTS 

This principle of making comparisons over any interval by reference to a 
mean rating at the beginning of the interval leads directly, to a variety of 
possible methods of arranging ratings for a succession of harvests.· One of the 
simplest is to rate at the beginning of' each interval only the sets of plants to be 
harvested at the beginning and end of the interval. Excluding the first and 
last harvests all plants for intermediate harvests are rated twice, at the begin­
ning of the interval and at the end immediately preceding harvest. 

For such intermediate harvests we may then have for each plant the initial 
and final ratings and the final leaf and total weights. If these measures can be 
regarded as distributed in. a multivariate normal distribution, and this applies 
to the measures for each successive sample, and, further, if the variances and 
covariances for each of these distributions are known, one can readily estimate 
by the method of maximum likelihood or by least squares the population means 
and error of estimate for each measure at each harvest, and also any function 
of these parameters such as growth indices, differences in growth indices over 
successive intervals, etc. 

In practice the population variances and covariances are not known. The 
errors of estimate with sample variances and covariances substituted for the 
corresponding population values will in consequence understate the true error 
by an amount which would be very laborious to estimate in any instance. Fot 
this and other reasons, including computational simplicity in developing and 
solving the normal equations, this approach has been confined in the subsequent 
treatment to improved estimates of only the mean rating at each harvest and 
it will be convenient to outline the procedure at this point . 

.. The presence of large subjective errors is not necessarily to be inferred from the use 
of this term. In general, the more objective the rating the better. 
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As an example consider the simple chain outlined above with only three 
harvests (Fig. 1), where x is the mean rating of a set of plants and the subscript 
indicates the interval and whether the measure is made at the beginning (b) 
or end (e). Suppose the number of cases associated with XOl e, X12b, and X23b are 
tlI, tl2, and n3 respectively. Let the population mean ratings at harvests 1 and 2. 

(!) 
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t= 
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a: 

r-~~-- I I 
123 

HARVEST 

Fig. 1 

be 1-110 and 1-101, the variances 1-120 and 1-102, the covariance 1-111 and the correlation 
coefficient p. Then the joint sampling distribution of the sample mean ratings is 

t t X II [ tll (XOle - 1-110 ) 2 + tl2 { (Xl2b - 1-110) 2 cons an expo - 72 ~l ? 
1-120 - p~ 1-120 

_ 21-11l(Xl2b -l-tlO) (X126 -1-t01 )+ (X12e -1-101 )2 ~ 
1-t20 I-IQ2 1-102 'J 

+ n3(X23b -l-Iod 2
] dXOledx12bdx12edx23b . 

1'02 
.. . (1) 

Minimizing the logarithm for 1-110 and 1-101 gives as normal equations 

nl(XOle-l-tlO) + tl2 {(X12b-I-t1O)_1-t1l(X12e-1-t01)}=0, 

1-t20 1 p 2 1-120 1-1201-t02 

~ J _ ItU (X12b-1-l1O),+ (X12e -l-tod} + tlS(X23b-I-tOl) =0, 

1 - p l 1-t201-l02 I-t02 1-t02 

which have as solution for 1-t1O, 

1-t10 = {( tll + n2)(fl2 + tlS)1-t201-t02 - tlltlal-tn2rl [n2n3(X2ab - Xl;e)l-tnI-t20 

+ tl2 (n2 + tla )Xm1-l201-l02 + nlxOle { (n2 + n3) 1-t201-l02 - tlal-ln2} ]. 

It will be noted that the sum of the coefficients of Xl2b and Xole equals unity 
while the coefficients of X2ab and X12e are equal and opposite so that the expecta­
tion is unbiassed. Similar relations hold of course for I-tOl. The usual method 
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of numerical solution would be to form the reciprocal matrix of the coefficients 
of ItlO and 1t01. Then the estimate of 1t1O is 

Cll{nlXole + ~ (X12b _ ItllX12e·)} 
1t20 1 - P 1t20 1t20lt02 

+C12{~ (_ !111X12b + X12e) + n3X23b} • ••• (2) 
1 - P 1t20lt02 1t02 1t02 

The collected coefficients of XOle, xm, and X23b should then identically satisfy 
the above relations. If sample estimates of 1t20, Itll, and 1t02 are used, and there 
will be different estimates of 1t20, for example, from XOle and X12b, the same rela­
tions will apply as these differences can be absorbed in the nl,n2,n3 multipliers. 
The error of the unbiassed estimate as given by the C matrix will, however, 
tend to understimate the true error. 

An alternative approach to the estimate of 1t1O is to determine the weighted 
mean with least error of the estimates given by XOl e, X12b and X12b + X23b - X12e. 

The variances and covariances of these estimates can be estimated and hence 
the best weighted mean. This will give the same solution as the method 
outlined above. Other measures which are less ~fficient but unbiassed can be 
developed along the same lines. Thus we may take ~(X016 + X12b) as one 
estimate and Xl2b + X23b - X126 as another and determine the best weighted 
mean of these. 

Either approach, through normal equations or weighted means, will provide 
estimates of the population means and their sampling errors but the latter will 
be biassed because the errors in the weights, that is, in the variances and 
covariances, are ignored. 

III. IMPROVED ESTIMATE OF POPULATION MEAN 

Consider now the use of ratings to improve the estimates of the population 
mean weights, etc. In the subscript notation of the following sections, the 
number 1 will refer to plants in a first interval and 2 to plants in the following 
interval, both sets of plants being rated at the harvest separating the two 
intervals. As before, measures at the beginning and end of an interval will be 
denoted by (h) and (e) respectively. 

Assuming that weights and ratings are bivariate normal variables then 
between Yle and Xl e for example we have a regression relation of the form 

Y = Y16 + hl(x-Xle ), 

where !ile and Xle are the mean weights and ratings of nl plants. If x is the 
mean of these nl and N - nl additional ratings at the same time then 

y = !ile + hI (x - Xle ) • • • (3) 
has an expectation equal to the population mean e and the expectation of 
(y-E)2is 

02 R 202 ( 0 2 ( 2 ) 0 2 
Yl6 - 1"1 Xl" 2 Xle Xle R 2 Xle (4) -...:::..:------:.;.+ 0 b -- - -- + I" 1 --, ••• 

nl lnl N N 
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the components of which may be referred to as array variation, slope variation 
and reference point variation respectively, Pt being the parameter of which ht 
is an estimate. Denoting 

l:(Y-Yte)2-ht2l:(x-Xte)2 as 82 
nt - 2 Yte·Xte 

an unbiassed estimator of this variance is 

82Yte.Xte 82Yte,Xte (1 1) 1 (bt2l:(X-Xte)2 ~_l:_(Y~~Yt_e_)2-=",) 
nt + nt - 3 nt - N + N nt - 2 - (nl .,-- 1)( nt---:' 2) " 

which can be alternatively written 

82 {nl-2 2nt -4} + bt2l:(x-Xte)2 (5) 
Yte,Xte nt (nt - 3) - N (nt -:- 1)( nt - 3) N (nt - 1 \ • • 

If for x we had substituted the maximum likelihood estimate for the rating at 
this harvest with variance 82." an approximate estimate of the variance of the. 
estimate 1Ite is given by 

82 {nt -2 . 282:e.} + b 282A 
Yte'Xts nt(nt -3) - l:(X- Xte)2 t IIJ 

+ 2ht{l:(Y- Yte) (X-Xlb) - htl:(X-Xte) (X- XIb) X coefficient of XIb in the 
nt(nt- 2 ) 

estimate of :e}. ........... (6) 

The last term arises from the contribution of Xtb to the estimate x and the 
correlation of Xte and Yte with it. A convenient condensed notation for the 
factor multiplying 2bt is [Yte]' The corresponding factor of 2h2 in the estimate 
of the variance of Y2e referred to X2b is 

l:(Y-Y2e)(X- X2e) -b2l:(x-X2b) (X-X2e)X coefficient of X2e in the estimate 
. ~(n2-2) 

of x and would be designated [Y2e]' 

IV. IMPROVED ESTIMATE OF MEAN INCREMENT 

Suppose now we have two normal bivariate populations which have a' 
common marginal distribution of one of the variables x and samples of size 
nt and n2 are draWn from them. In general the slopes of the regression lines 
and the dispersions about the lines for the two distributions will be different. 
The estimated difference of the mean Y variates for the two populatio~ at a refer­
ence point x is 

Y2e- !lte = Y2e- Yte + b2(~-X2b) - btO:-Xte). .. (7) 

If x is the mean of the nt and n2 observations and a further ns observatio~ 
on the x variate alone, when nt + n2 + na = N, then for repeated samplings 
of the three sets of observations the expected value of 1I2e - 1Ite is the difference 
in the population means for the variates, €2 - €I, and the expectation of 
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{( !l2e - !II.) - (E2 - El »)2 is 

(1'2 (1'2 ( (1'2. (1'2 ) ( (1'2 (1'2) Y2e,XZb Yle,Xle ~ or J! ~ '" '" ---+ -+(I'-b --- +(I'-b ---
nz nl 2 n2 N 1 nl N 

(1'2 
'" + ({32-{31)2N' ........... (8) 

where (1'2 = (1'2 = (1'2 
Xle X2b X· 

An unbiassed estimator of this is 

S2 {nz - 2 _ 2n2 - 4 } + S2 {nl - 2 
Y2.· XZb nz(nz-3) N(n2-1)(n2-3) Yle,Xlenl(nl-3) 

2nl -4 } + 1 {b 2l:(X- xZbF 
- N ( nl -1)( nl - 3) N 2 n2 - 1 -

-2b b (l:(X-XZb)2 l:(X-Xle~)i + b 2 l:(X-Xle)2} (9) 
Z 1 ( nz - 3/2) (nl - 3/2) 1 nl - 1 .. . . 

If for x the maximum likelihood estimate is used, an estimate of the variance of 
Y2 - ih is given by 

S2 {nz-2 __ . 2S2,; }+ S2 {nl -2 
YZ e'X2b nz(nz-3) l:(X-X2b)2 Yle'Xle nl(nl-3) 

2S2A } --, "'_--)2 +(b2-bl)2S2~+2(b2-bd{[Y2e]-[Yle]) . ... (10) 
Xl. 

The effect on the form of the expression for the variance as a result of extend­
ing from one dependent variable to two is obvious and further extension to 
more complex expressions than Y2 - Yl involves no particular difficulties. The 
only additional issue raised is in the case of an expression of the form f( Yh Yz) 
where YI and Y2 are two measures of the same plant which are correlated and 
which are referred to the same set of ratings. In this instance the elements 
of array variation are not hldependent and their covariance can be expressed 

in the form (l'Y2. X(I'Yl.XPY2Yl'X where PY2Yl'x is the'partial correlation of Yl and Y2 

holding x constant. Similarly the covariance of the elements of slope variation is 

(l'bY2X(I'bYl xPYZYI'X, 

V. ApPLICATION TO DERIVED GROWTH INDICES 

Consider now the application of the foregoing to growth data and derived 
measures such as relative growth rate and net assimilation rate. Weights of 
whole plants or tops of whole plants will be indicated by W, weights of leaves 
by LW, and leaf areas by LA. Used as ratings the leaf areas will be designated 
M with the mean of N simultaneous ratings or the maximum likelihood estimate 
taken over successive links in the chain by -NI. The subscript notation is the 
same as for Section IV above. 
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Typical expressions for the estimate of weight are 

W1e =W1e +bw M (M-M1e ), ••. (11) Ie 1. 

and for, the variance of estimate by substitution in (4), thus 

02W = 02W M +02b (02M -02M) +,82w M 02M .. (12) 
Ie Ie' Ie W leM 1. 1. Ie Ie 

Using for mean rating the maximum likelihood estimate, the corresponding 
variance from (6) is 

S2 (nl - 2 2S2 AI ). b2 S2 .. 
W 1e.M1e nl(nl- 3 ) - "l:(M-J.l1e )2 + WleM1e M 

+ 2bw M [WI.]' .......... (13) 
Ie 1. 

If logarithms (to base 10) of all measures have been used instead of the actua I 
values the expression for S2W in logarithmic units will be as above. If now 

A Ie, 

the antilog of WI. be determined the corresponding variance to a good approxi-
mation will be given by .. . 

(Antilog W 1e )2{S2W (loge10)2+;J4S4w (log.lO)J}, •.... (14) Ie Ie . 

and in general the term involving S4W can be ignored. 
Ie 

. . loge (W2e/W1e ) 
(a) The Varuznce of the Relatwe Growth Rate, R = t t 

2- 1 

(i) Without Use of Ratings.-Arithmetic mean values are entered into the 
expression for R. The ratio of mean values will not be the same as the mean 
of the ratios for individual plants which of course cannot be determined, but 

. will not differ substantially when changes over the interval are approximately 
constant multiples of the corresponding initial values for all plants in the 
treatment. 

In the development of this and subsequent expressions it will be assumed 
that coefficients of variation are sufficiently small to justify the approximate 
methods employed. 

The change in R corresponding to small changes dW2e and dW Ie is 

_1_ {dW2e _ dWle} so thdt approximately the variance of R is estimated by 
t2 - tl W 2. W Ie . 

1 02w. 0 2 -
, ___ {_2e + W 1e } t2 -t1 )2 W

2e
2 W1e2 ' •••••.••• (15) 

A A 

( .. ) W' 1 U f R' R loge (W2e/W1e ) W·th . h . 11 ztn se 0 atmgs.- = .. .. . 1 ratmgs t e vana-
1 

tion ill W2, for example, when referred to a mean of N simultaneous ratings 
n:ay be reg:uded as 

_ _ A A 

~(array W 2e ) + (M2b-M)~bw2eM2b + ~M,8W2eM2b' 



326 C. A. McINTYRE AND R. F. WILLIAMS 

and the variation in R as 

1 - _ A A A 

-- [(L(array W2e ) + (M2b-M)LbW2eM2b + LMPW2eM2b}I/W2e t2 -t1 
_ _ A A A 

- {L(array W 1e ) + (MI. - M)Lbw1.M1• + LM,RW1eM1.}I/W1.J. 

The required variance is then 

1 [{ } 1 02 - 02- _ 02 A 0 2 __ _ 
, - t )2 W2.·M2b + (M2b M) bW M W" 2 

2 - 1 2. 2b 2. 

} 1 
o 02M - 02-£f)02b "2 + { ZW1.·M1e t (1. W1eMle WI. 

+ 02MCJ':'2eM2b _ PW1eM1e) 2] . 
W2e W1e 

(16) 

The estimator in the case where there are N simultaneous observations at the 
reference harvest is obvious from preceding samples. Using the maximurti 
likelihood reference rating the estimator is approximately 

2e' 2b 1 S2W M (n2-2 2S2M) 
(t2 -t1)2{ W2e2 n2(n2 - 3) - ~(M - M2b)2 

W1e·M1e 1 _ M S2M W2eM2b _ W1eM1~ S2 (n - 2 2S2 A) (b b ) 2 

+ W1e2 n1(nl-3) ~(M-Hle)2 + W2e Wle 

. (bW2eM2b _ bWleM1e)( [W2e] _ [Wle ] )} + 2" " -" -,,~" 
W 2e Wle W 2e W Ie 

.. (17) 

(iii) Logarithms Without Use of Ratings.-Hlogs of leaf area ratings and 
of total weights have been used throughout, write loge W 2e = U2e, log W Ie = Ule• 
Then the variance of R is 

(t; 1 td2 (02U2e + 02 U1e ). , , . , , , , , , (J8) 

If logs to base 10 have been used this is to be multiplied by (logelO)2, 

(iv) Logarithms With Use of Ratings,Go-The variance of R is approximately 

1 {02 IT + (02- ----!. 02" ) 0 2 -+ 02--(- t --t)2 V2e·M2b M2b M b U M - U1e·M1e 2 - 1 2e 2b ' 

+ (02- _ 02")02 + 02" (R _ R )21 M1e M b U M M ,..,U2eM2b ,..,U1eMle ~. Ie Ie ) 
(19) 

.. The same symbols are used for log ratings as for ratings. 
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(b) The Variance of the Net Assimilation Rate, 

E 'W26- WI. log6(LW26/LW16 ) 
LW= 

LW26 - £WI. t2 -t1 

(i) Without Use 0; Ratings.-The change in ELW corresponding to small 
changes in estimated mean weights and leaf weights, dW26, dW1., dLW26, 
and dLW 1. is 

. 1 { (t2-t1)(LW2~-LW16) (dW26 -dW16 )A + dr:w2• B-dr:w16 c} 
where A = log. (LW 2./LW 1.), 

W26 -W1• W2.-WI 
LW2 LW _.,.,;, log. ( .r;w 2e/ r:w 1. ), 

e ~ ~W~ 

B 

C W 2e - W 1e W 2e - WI. I (LW /LW ) LW rn'l'" _"mY og. 2. 1. • 
16 ~W26 ~W16 

Then the variance of -E LW is 

" (t2 - t1)2(Lfv26- LW1e)2{ A202W2. + 2ABoW2.<J'LW2lW26LW26 + B202 LW2e 

+ A202Wl~ + 2AC0'Wl/Z::W16PW16LWl. +C202LW1.}· .. (20) 

(ii) With Use of Ratings,-W26 and LW26 are referred to a common rating 
scale and similarly for W 16 and L W 16' The change in E corresponding to 
changes possible in W 26, W 16, LW 26, and LW 16 can be symbolized by 

rA A 
L {~(array W 26 ) + (M2b - M)~bW2.M2b + ~M,8W26M2b}A 

A A 

- {~(array WI.) + (l\11.- M)~bWl.M16 + ~M,8Wl.M16}A 

+ {~(array L'W26 ) + (l\12b - M)~bLW26M2b + ~M,8LW26M2b}B 
A A ] 

- {~(array LW16 ) + (M1e-M)~bLW1.M1e + ~M,8LWleMle}C , 
A" A 

divided by (t2-tl)(LW2.-LW1.), 

where A, B, C are as given previously but with the regression estimates of 
iV 2. etc. substituted for W2• etc. 

The approximate variance of ELW is then 

[ A 202- + 2ABom 0- + B202-W2.·M2b W2e·M2b LW2e·M2bPW2eLW2.·M2b LW2.·M2b 

+ { A202bw M + 2ABobw M °bLW M PW2eLW2e·M2b + B202bLW } 26 2b 26 2b 2. 2b 26 
X (02M. - 02M) 2b 
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+ A2a2Wle.Mle + 2ACaWle.M1e aE'W1e.M1ePWleLWle.MI6 + C2a2LWle·M1e 

+ {li2a2bw M + 2ACtYbW M abLW M PW1eLWle·M1e + C2a2bLW M } 
- 1 e Ie Ie 16 Ie Ie Ie Ie 

X (a2 M -a2M) Ie 

+ a2.<1{ A(f3W2eM2e - f3W1eM1J + Bf3LW2eM2e - Clhw1eM1ef] 
A A 

divided by (t2-td2(LW2e-LWle)2. (21) 

In practice, aW- '1 aLW M PW LW M would be estimated as 2e·1> 2b 2c' 2b 2c 2e' 2b 

_1 __ {2:W LW _ 2:\V2eM2bl:LW2eM2b}. SW2eLW2e·M2b 
( 2) 2e 26 ""M2 I.e. ; 

n2 n2- .. 2b ~ 

where squares and products refer to deviates from sample means. For the 
maximum likelihood value of M, the estimator would be 

[( A"S" + 2ABS + B2S? ) - -W2e ·1If2b W2eLW2e·M2b -LW2e·M2b 

( n2-2 

X n2(~-3) 

+ ( A"S') . + 2ACS + C?S'O ) - -w'le·1IfIc WleLWle·Mle - -LWle·M1e 

2S2 M ) 
l:(M - M2b)2 

( nl-2 2S2M) 
X ni (nl - 3) - l: (M - M Ie) 2 

+ S2"JA(b -b' )+Bb -Cb }2 M l W 2c1lf2b W 1eM1e · LW2eM2b LWleMle 

+ 2{ A(bw2e~('!b - bWleMI J + BbLW2eM2b - CbLWleMle} 

{ A( [W2e ] - [WIe ]) + B[LW2e ] - C[LW1e]} ] 

A A 
divided by (tz-td2(LW2e-LWIe)2 . ..... (22) 

(iii) Logarithms Without Vse of'Ratings.-If logarithms have been used 
throughout for total weights, leaf weights, and leaf areas, and we write 

logeWze = V 2e, 

logcL W 2e = V 2e, 

logeWle = VIc, 

logLWle = VIe; 

u? _;Ole e __ e __ _ 

then ELW -v-')e _ eVle 
e -

v2e - VIe -----
t2 -t1 

geometric means being substituted for arithmetic means in Section (i). 
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The change in ELW corresponding to small changes in dU2e, dD1e, dV2e and 

£lVle is 
1 [- D 'VT iT - fj - iT 
~ V dU2.e 2e(V2e- V1e)-dU1ee 1e(V2e -V1.) 

( t2 - t1 )( e 2e - e 1.) 

_ {eU2e_ eUle eU2e _ eUle 1 
+ dV'2eeV2e 17 V V (V2e - VIe) ( 

e 2e e 2e - e Ie J 

{
- - - U }J 

V V eU2e - eUle eU2e - e 1e(_ iT) 

+ d I.e Ie V - V 17 V 2e - V Ie , 

e Ie e 2e - e 1< 

which may be written 

[dU2e(W2eA) - dDI~(WleA) + dV~e(LW2eB) - dVle(EWI.C) ] 

divided by (t2 - t 1) (r:w 2e - LW Ie) . 

The expression in Section (i) will then apply if (W 2eA) is substituted for A, 

to be used in conjunction with the variation in 02e and so on. The A, B, C 

values of this section are of course based on geometric means. 

(iv) Logarithms With Use of Ratings.-The development follows along 

the same lines as in Section (ii) with the substitutions for A etc. as given in 

Section ( iii ) . 

( c) The Variance of the Net Assimilation Rate, 

ELA = W2e - W1e ~oge (LAze/LAIc) 

LA2e - LA Ie t2 -it 

(i) Without Use of Ratings.-The required variance can be obtained 

from (20), substituting LA for LW. 

(ii) With Usc of Ratings.--In this case leaf area is being used in a dual 

role. 

f3LA Ml and bLA M each equals one, while a2bLA M a2L A1 .MI 
1. e Ie Ie Ie Ie, e e, 

and PW LA M are zero. (LA1e] is also zero. 
Ie Ie' Ie 

The required variance and maximum likelihood estimator can be obtained 

by making the obvious substitutions in (21) and (22). 

(iii and iv) Logarithms Without and With Usc of Ratings.-These fol­

low along the same lines as (iii), (iv) of the previous section, with obvious 

substitutions. 
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VI. ApPLICATION OF THEORY TO A SPECIFIC SET OF DATA 

(a) Experimental and General 
In a study on growth of tomatoes on a range of soil treatments, the 

procedure outlined here was followed for a simple chain of leaf-area ratings. 
A series of photographic standards was used to estimate the areas of individual 
leaves and hence the leaf area for the whole plant. For the first and second 
harvests, very large numbers of plants were available and these were sampled 
thoroughly for each of the treatments. For each sample the leaf blades, includ­
ing cotyledonary leaves, were separated from the rest of the shoots, and dry 
weights were obtained for each fraction separately. 
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Fig.2.-Absolute and logarithmic ratings (leaf areas) plotted against time. For 
plants of harvest 4, M34b is the mean rating at the beginning of harvest interval 3-4, 
and 1J 34e is the mean rating taken at the end of the interval and just prior to 

A harvesting the sample; M4 is the maximum likelihood estimate for the rating at 
harvest 4, and so on. The mean rating M 23e is omitted from this figure. 

For harvest 3 and within each treatment, three sets of sixteen plants were 
taken at random and rated for leaf area. One of these sets was harvested 
immediately# and the dry weights of the leaf blades and total shoots determined 
as before. 

For harvest 4, the second of these sets was again rated for leaf area and 
then# harvested. The third set of sixteen plants had been rated as an insurance 
against casualties among plants of the second group. At the time of re-rating 
the second set of plants, a further set of sixteen plants (including all remaining 
spares of the harvest 3 rating) was rated together with eight instead of sixteen 
plants . 

.. Actually, the following day in each case. 
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The general procedure for harvest 4 was repeated for harvests 5 and 6. 
At harvest 7 no estimates of leaf area were made. The first five harvest intervals 
were 7 days and the last interval was 14 days. 

The successive ratings of the above procedure formed a chain as illustrated 
Jll Figure 2 from the absolute and logarithmic data of the control series. The 
1f'icture is a simple exte~sion of the specific case of Section II above, though the 
notation is slightly different. The mean rating of a set of plants is now M; as 
before, the subscript indicates the harvest interval and whether the rating is 
'made at the beginning (b) or end (e) of the interval. The broken lines of 
Figure 2 join the maximum likelihood estimates, M3-M6 of the population mean 
ratings for successive harvests. These give inter-harvest trends which are 
closely parallel to the experimental trends established by the individual links 
of the chain. 

~ 
!;: 

3· 

S2'O 
~ 

~ 

,,0 

o 

ABSOLUTE 
o 

RATING (SQ. eM,) 

.. 
;i 
u 
~ 

~ 
.... 
J: 
\2 
'" 

0·5 

~ ',5 ,. 
2i 

'·0 

LOGARITHMIC 
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1.'0 1.'5 2~O 
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Fig. 3.-The relations between dry weight of plants (tops only) at harvests 3 and 4 
and their ratings (leaf areas) at the commencement of harvest interval 3-4. The pairs 

of regression lines are linked by the maximum likelihood estimates, M3 of the true 
rating as ordinate. 

The weight-rating relation (bivariate distribution) is illustrated in Figures 
3-6 for the successive harvest intervals of the control series. In each case the 
absolute and logarithmic data are shown side by side for comparison. In 
preparing the figures, the log scales were kept constant throughout, but the 
absolute scales were scaled up or down so as to give regressions which were 
readily comparable with the corresponding logarithmic regressions. The weight­
area scale-ratio was kept constant for all four sets of absolute data. In Figure 
3, the dry weights of the plants (tops only) for harvests 3 and 4 are plotted 
against their leaf areas at the commencement of the interval. The two groups 
of sixteen weight values are highly correlated with their leaf areas, and the 
relations are adequately described by the linear regressions. 
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W23e = - .02379 + .012575 M23e, 

W34e = .00724 + .041194 M34b, 

loglOW238 = ~ 2.2091 + 1.1687Iog1o~23e, 
loglOW34e = -1.4490 + 1.0378IoglOM34b. • 

It is obvious that the departures of individual values from the regressions 
are trifling by c9mparison with their departures from the means of their 
marginal distributions, and it is mainly upon this fact that the whole procedure 
depends for the improvement of the accuracy of plant weights and growth 
indices. 
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Fig. 4.~ The relations between dry weight of plants (tops only) at harvests 4 
and 5 and their ratings (leaf areas) at the commencement of harvest interval 
4-5. The pairs of regression lines are linked by the maximum likelihood esti-

A 
mates, M4 of the true rating as ordinate. 

The linear regressions of Figures 4-6 are as follows: 

Figure 4 

and 

Figure 5 

and 

W 34e = - .13048 + .015202 M 34e, 

W45e = 1.74395 + .030703 M45b, 

logloW34e = - 2.0411 + 1.0880IoglOM34e, 

loglO W 45. = - 1.0245 + .8394Iog1oM45b• 

W45e = - .08766 + .018185 M45e, 

W56e = .29022 + .038189 M56b, 

IOglOW45e = -1.8427 + 1.0364log10M45e, 
logloW56e = -1.3644 + .9828loglOMII6 •• 
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Figure 6 

and 

W 56e = - .42254 + .017777 M 56e, 

W 67e = 49.3623 + .027836 M 67b , 

loglOW56e = -1.9931 + 1.07921oglOM56e, 

loglOW67e = .9952 + .2979IoglOMm . 

333 

Estimates of population mean weights and hence of the mean increments 
from harvest to harvest are given. by substituting the values of the estimates 

ABSOLUTE 

~ 

~ 
I 
I ~ 
1M• 

o 200 460 ebo 800 
RATING (SQ. eM.) 

~ 
8 
d 1-0 

!t 

~ 
~ 

o· 

LOGARITHMIC 

RATING (LOG SCALE) 

Fig. 5.-The relations between dry weight of plants (tops only) at har­
vests 5 and 6 and their ratings (leaf areas) at the commencement of 
harvest interval 5-6. The pairs of regression lines are linked by the 

maximum likelihood estimates, M5 of the true rating as ordinate. 

of the mean ratings (see Fig. 2 and Table 4) in the regression equations. 
Before proceeding to do this, however, it is necessary to examine the data more 
critically, for it is essential to the strict application of the theory that the 
assumptions inherent in its development should be satisfied by the data. 

( b) Tests of Normality and Linearity 
The primary assumption of the development is that the variables are random 

samples from bivariate or multivariate normal distributions, and this implies 
marginal normal distributions, linear regressions, and uniform array variability. 
From inspection of the plotted data (Figs. 3-6) one would infer that these 
conditions are not seriously violated. Statistical tests of normality and linearity 
have been restricted to the control treatment, but there is little reason to believe 
that these results will not be representative of the other treatments as well. 
For the significance of departure from normality, the usual tests of asymmetry 
(Kendall 1946) and kurtosis (Geary and Pearson 1938) have been employed 
and the results are set out in Table 1. 

The thirteen variables listed in Table 1 are not all independent; in fact, 
the maximum number of independent values in a set is five. In only one case, 
W 23e (logs), is the asymmetry significant but there is a suggestion of positive 



334 G. A. McINTYRE AND R. F. WILLIAMS 

asymmetry (n.s.) in the absolute values and negative asymmetry (P<O.05) in 
the logarithmic values. This applies whether one considers the five distributions 
of weight or the corresponding leaf area distributions. The only individual . 
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Fig. 6.-The relations between dry weight of plants (tops 
only) at harvests 6 and 7 and their ratings (leaf areas) at 
the commencement of harvest interval 6-7. The pairs of 
regression !!.nes are linked by the maximum likelihood 
estimates, M6 of the true rating as ordinate. The three 
aberrant values for harvest 7 are not included in the 

regressions for that harvest (see text). 

departures of kurtosis from expectation which are exceptional are associated 
with the thirteen plants of interval 6-7. Taken over sets of independent 
distributions the mean departures are not significant. 

TABLE 1 
TESTS OF NORMALITY 

Absolute Logarithmic 
-------' \ --" \ 

Asymmetry Kurtosis Asymmetry Kurtosis 
Variable n t=kg /k2g / 2 at M.D. Variable n t=kg /k23/ 2 at M.D. a=-- a=--

S.D. S.D. 

W 23e 16 0.7621 0.5643 0.7672 W 23e 16 -1.1047 0.5643 0.7625 
W 34e 16 0.3277 0.5643 0.8540 W 34e 16 - 0.5305 0.5643 0.8638 
W 45e 16 0.2359 0.5643 0.8303 W 45e 16 - 0.4337 0.5643 0.7995 
W 56e 16 0.5280 0.5643 0.8152 W 56e 16 - 0.4481 0.5643 0.7999 
W 67e 13 - 0.4917 0.5979 0.8962 W 67e 13 - 0.5645 0.5979 0.8949 

LAue 16 0.6451 0.5643 0.8502 LA23e 16 - 0.7769 0.5643 0.7661 

LA34b 16 0.4065 0.5643 0.8450 LA34b 16 - 0.3856 0.5643 0.8763 
LA43e 16 0.1747 0.5643 0.8581 LA34e 16 - 0.4070 0.5643 0.8821 

LA45b 16 0.9555 0.5643 0.8011 LA45b 16 - 0.0318 0.5643 0.8075 
LA45e 16 0.4446 0.5643 0.8535 LA45e 16 - 0.2607 0.5643 0.8358 

LA56b 16 0.6837 0.5643 0.7905 LA56b 16 - 0.4153 0.5643 0.7960 
LA56e 16 0.6848 0.5643 0.7945 LA56e 16 - 0.1556 0.5643 0.8186 
LAs7b 13 - 0.1153 0.5979 0.8953 LA67b 13 - 0.4967 0.5979 0.8660 
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In the test of linearity (Table 2) all pairs of variables which have been 
examined are recorded. There is no reason to believe that they constitute 
a selection which is in any sense biassed. In general, the quadratic term is not 

Variables 

LA34e on LA34b 
LA45e on LA45b 
LA566 on LA56b 
W 236 on LA23e 
W 346 on LA34b 
W 456 on LA456 
':V 566 on LA56b 
W 676 on LA67b 
L W 236 on LA236 
LW346onLA34b 
LW 456 on LA456 
LW566 on LA56b 
LW67e on LA67!> 

TABLE 2 
TESTS OF LINEARITY 

Absolute 
--, 

!:I ~ = ....., 
.sa ~ v CD ~ ~ ~ 
1'1)0..-1 cdo <:) cd cd"""" 

~~Q ~;::l;:: ~o.{3 QlQ 
CI,) 6h eal CI,) :s!.$ .$.... ~ S ... eal 

.S CI,) 0 .S ~ ta ta ~ =' CI,) ~ 0 

....1p:;u ....1P:;:> :>"t:I0'E-< uu 

2.6256 189 454 0.9776 
1.6569 2823 7211 0.9445 
2.0334 7074 82 0.9531 
0.0126 0.00448 0.00034 0.9819 
0.0412 0.03757 0.02170 0.9818 
0.0181 0.40406 0.10426 0.9773 
0.0382 0.56633 0.56094 0.9888 
0.0278 9.50690 29.30765 0.9288 
0.0088 0.00214 0.00007 0.9824 
0.0281 0.01614 0.00806 0.9831 
0.0104 0.15012 0.04040 0.9746 
0.0202 0.41616 1.13903 0.9714 
0.0140 2.61052 3.29875 0.9230 

Logarithmic , r-------------------------, 
;::.... ~ .... 

.51 S CI,) CI,) il il S 
1'1)0..-1 § 0 0 cd cd 0..-1 

ta ~.,g ta"t:l; ;.8 . .{3 l"! Ql .,g 
Q)6h~ (1)0"""0,-( 0..-1 cdM 1-1'13 

.S CI,) 0 .S ~ ta ta ~ =' ~ ~ 0 

....1p:;u ....1P:;:> :>"t:I0'E-< uu 

0.9180 0.00292 0.00012 0.9744 
0.7785 '0.00369 0.00113 . 0.9457 
0.8387 0.00427 0.00676 0.9353 
1.1687 0.00484 0.01045 0.9817 
1.0378 0.00229 0.00196 0.9840 
1.0364 0.00222 0.00035 0.9716 
0.9828 0.00110 0.00002 0.9868 
0.2979 0.00029 0.00001 0.9441 
1.1555 0.00468 0.01329 0.9819 
1.0240 0.00208 0.00133 0.9851 
0.9470 0.00206 0.00033 0.9686 
0.9225 0.00162 0.00002 0.9782 
0.5071 0.00120 0.00000 0.9241 

significant for either the absolute or logarithmic values. Because of this, the 
residual variance after removing only the variance due to the linear term has 
been given. 

Homogeneity of array variance has not been examined statistically but 
from inspection it appears that for logarithmic data the arrays associated with 
low ratings are more variable than those associated with high ratings. The 
converse may apply to the absolute data. 

Summarizing, the variables are highly correlated with no evidence of 
departure from a linear trend. There is a tendency to negative asymmetry in 
the marginal distributions for logarithmic values and possibly greater array 
variability associated with lower ratings. It is certain that, under conditions 
of linearity and high correlation, bias introduced from small departure from 
normality in the marginal distributions will be negligible, so that there is little 
objection to the application of normal distribution theory to this data. Prefer­
ably one would consider only the absolute values but for purposes of illustration 
and contrast the logarithmic values have also been used. 

Several points of interest emerge from an examination of the bivariate 
distributions of Figures 3-6. The regressions of weight (or leaf weight) on 
leaf area of samples at two successive harvests referred to leaf area at the first 
harvest tend to diverge markedly for the absolute data, the regression coeffi-
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cients often being as much as three times as great at the end as at the begin­
ning of the interval. With the logarithmic data, however, the tendency is 
reversed, though the regressions are much more nearly parallel (e.g. Figs. 3 
and 5). Then, too, the residual variance is much greater for the second than 
for the first harvest of each pair on the absolute basis, and it tends to be rather 
less on the logarithmic basis. These trends are confirmed for the other treat­
ments and must be regarded as real for the stages of growth covered by the 
experiment. In consequence, the much simpler variance expressions which 
would result on the basis of parallel slopes and equal array variance are not 
permissible here (see Goodall 1945). 

The data for harvest interval 6-7 (Fig. 6) differ from the rest in that the 
interval was fourteen . instead of seven days. All lateral shoots had been nipped 
out at an early stage up to the time of harvest 6, but this procedure was 
neglected during a period of wet weather just after this harvest. In con­
sequence, there was a "flush" growth of upper laterals which could not be 
removed because of their contribution to the weight increment. It is probable 
that this "flush" growth was more pronounced in the smaller plants within 
each treatment, and that this helped to bring about the near-parallelism of the 
regressions for the absolute data and the very pronounced convergence of the 
regressions for the logarithmic data. 

Finally, it will be noted that three values for harvest 7 (Fig. 6) are far 
short of tbe weights predicted by the regression for the remaining thirteen 
values. It is believed, though there are no specific records to confirm it, that 
these discrepancies are due to a genetically controlled character causing "blind­
ness" of the apical meristem. A number of plants, irrespective of treatment, 
had shown this condition and had been rejected accordingly. However, in the 
presence of the "flush" growth mentioned above, it is likely that the fault was 
overlooked in the three plants in question. In all, six such aberrant values were 
detected for harvest 7 of the experiment. The phenomenon is of interest in 
itself, but its detection in this way points to the value of the rating technique 
for the detection and, where justifiable, the rejection of such aberrant values. 

(c) Calculation of Maximum Likelihood Estimates of the Mean Ratings 
The expression for the likelihood (equation 1) was extended to include 

additional links in the chain, and the normal equations were formed by 
differentiating with respect to the four required mean parameters, M3, M4 , M5, 

and M 6• These equations were solved using the reciprocal matrix method. 
The coefficients of the separate sample means contributing to the estimates of 
mean ratings at the four harvests (see Table 3) satisfy the requirements for 
unbiassed estimates. 

In Table 4 are given the separate mean ratings of the same harvest date, 
the means of all ratings at this date (means of 32), and the maximum likeli­
hood estimate. As might be expected, the. variance of the mean of all ratings 
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on a given harvest date is approximately half of those of the separate mean 
ratings. The maximum likelihood estimate, which takes into account the linkage 
wi.th the ratings of the remaining three harvests, carries with it a further 
reduction in the variance. The relation of the maximum likelihood estimate to 
the ratings of the separate samples is indicated in Figure 2, and the improve­
ment of the estimates of the means is evident from their smooth time trends. 

TABLE 3 
COEFFICIENTS OF THE SEPARATE SAMPLE MEANS CO:-.lTHIBUTING TO THE MAXIMUM 

LIKELIHOOD ESTIMATES OF THE MEAN RATINGS 

Absolute Logarithmic 
Sample --J , r- , 

A A A A A A A A 

Mean Ma M4 M5 Mf, Ma Mi M5 M6 

M23e 0.2474 0.6088 0.7615 1.3997 0.1793 0.1457 0.0961 0.0683 

M34b 0.7526 - 0.6088 - 0.7615 - 1.3997 0.8207 - 0.1457 - 0.0961 - 0.0683 
M34e - 0.1652 0.5305 0.6635 l.2196 - 0.6112 0.3884 0.2563 0.1821 

M45b 0.1652 0.4695 - 0.6635 - 1.2196 0.6112 0.6116 - 0.2563 - 0.1821 

M45e - 0.0668 - 0.1899 0.5178 0.9518 - 0.4421 - 0.4424 0.5557 0.3949 

M56b 0.0668 0.1899 0.4822 - 0.9518 0.4421 0.4424 0.4443 - 0.3949 

M566 - 0.0160 - 0.0456 - 0.1157 0.6912 - 0.2721 - 0.2722 - 0.2734 0.6530 

M07p, 0.0160 0.0456 0.1157 0.3088 0.2721 0.2722 0.2734 0.3470 

(d) Improved Estimates of Total Weight, Leaf Weight, and Leaf Area 

By using the additional information available on the population mean 
rating at each harvest it is now possible to make improved estimates of total 
weight, leaf weight, and leaf area. This is done, as already indicated for total 
weight, by substituting the estimates of the mean ratings in the regression 
equations of Section (a) above. These estimates of weight are given in Table 
5 and also graphically for maximum likelihood estimates of mean rating in 
Figures 3-6. In Figure 7, also, all regressions for the logarithmic data ~re 

combined in one diagram, and the estimates of weight are shown for the 
maximum likelihood estimates of mean rating. 

The ratio of the variance of the unadjusted to adjusted values cannot 
exceed the ratio of the total information on the rating to the information from 
the bivariate distribution alone. The advantage of the extra information in 
maximum likelihood estimates relative to mean rating at first harvest is here 
apparent. 

The variance of differences of W in different treatments is the sum of the 
corresponding variances. The appropriate variance for differences of W from 
successive harvests of the same treatment is given by substitution in (9) or 
(10). For differences of W from the same treatment but not from successive 
harvests one can choose reference points which are not correlated if using mean 
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ratings at a: harvest, so that simple addition of variances will apply. Using 
maximum likelihood estimates of mean rating the correction to the sum of the 

variances is of the form 

- bk covar{Ya - baXa)Xk - ba covar(Y7, - bkXk)Xa - 2babk covar XSa. 

2'0 

,,5 

"0 

Gj 

5 
til 

§ 
1-0'5' 
J: 
Cl 
iii 
~ 
>­a: 
o 

1·5 

T 

, " 

" ", , 

LOGARITHMIC 

"" 
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, , " , 

, 
,'-

,'1 .. ' ,.~ 
" M" 

I I 1----- I I 
,,0 ,,5 2·0 2·5 3'0 

RATING (LOG SCALE) 

Fig. 7.-The pairs of regression lines (logarithmic series only) of Figs. 
3-6 plotted together to illustrate the complete series of linked observa­
tions. The first three pairs are for harvest intervals of 7 days, but 

the last pair of regression lines is for an interval of 14 days. 

This expression is dominated by the final tenn which is always negative so 

that the sum of the variances is in excess of an unbiassed estimate of the 

variance of the difference. 
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The contrast of absolute estimates and the antilogarithms of the logarith­
mic estimates is essentially parallel to a contrast of arithmetic and geometric 
means, the latter always being the smaller for distributions of positive values. 

(e) Improved Estimates of R, ELW, and ELA 

Direct substitution of the values of W, L W, LA, and W, iW, LA in the 
formulae for R, ELW, and ELA and their standard errors, gives the values of 
Table 6. 

Generally speaking the gains in precision in the relative growth rate and 
net assimilation rates through the use of ratings are quite substantial, princi­
pally owing to the fact that the variance of the estimated mean rating is less 
important since its coefficient involves the differences of regression coefficients 
or weighted regression coefficients. This also means that there is little advan­
tage in the use of maximum likelihood estimates in place of mean rating at 
first harvest except w;here the regression coefficients on the logarithmic basis 
forW, L W, or LA for the two harvests are very different. 

The gains in precision using ratings are indirectly confirmed in this experi­
ment by the much more regular changes in R etc., from one interval to the 
next in comparison of treatments, R being adjusted independently of course for 
each treatment. 

The principal use of R(ELW, ELA) lies in the comparison of treatments over 

the same period of time and the variance of differences in R between treat­
ments will be the sum of the variances of R for the separate treatments. An 
unbiassed estimate of the variance of the difference in R of the same treatment 
but not consecutive intervals is given by the sum of the separate variances for 
estimates based on mean rating at harvest. For estimates based on maximum 
likelihood rating the sum of variances would require a correction analogous to 
the correction for differences in W in the previous section. For differences of 
R from consecutive intervals the sampling error in the material common to 
the two intervals will introduce positive corrections to the sum of the separate 
variances, whether ratings are used or not. For example, using natural 
logarithms of the weights, the variances of R (see 18) for two successive 
intervals, without ratings, can be expressed as 

1 ( ) 1 ( ) _ 0 2 + 0 2 0 2 + 0 2 
(t2 -tl )2 U2e VIe '(t3 -t2)2 V3e U2e ' 

The correction to the sum of these to give an unbiassed estimate of the 
differences of R's from the consecutive intervals is 

20~V2e 

(t2 - t1) (ta - t2)' 
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Logarithmic estimates of R, ELW, and ELA tend to be higher than the 
absolute values in this data while standard errors are of the same order. These 
relations hold also for other treatments. 

VII. GENERAL DISCUSSION 

In attempting to assess the value of the technique, one must not overlook 
the computational effort that is involved. There will be obvious cases where 
random sampling of relatively large numbers of plants (e.g.' harvests 1 and 2 
of the example) can be accomplished with ease in the time available for 
harvesting and preparation of the material. In such cases there would be little 
point in adopting the procedure. 

There are also types of experiment, particularly with potted plants, where 
it is possible to gain statistical control of plant variability by allotting all treat­
ments at random within size groups based on leaf area prior to application of 
treatments. Any additional gain in precision resulting from the' rating 
technique would rarely justify the computational effort involved unless there 
was evidence of interaction in the logarithms of yields between treatments' and 
size classes which would be associated with different regression slopes of yield 
on size for different 'treatments. 

For this event the weights would be referred back to the general mean 
of the pretreatment ratings and the rating values would be regarded as fixed 
for repeated sampling. The variance expressions given would then be modified 
by the omission of reference point variation and the actual deviates of the 
particular mean ratings from the general mean would be used in conjunction 
with errors in regression coefficients instead of the expectation of these devia­
tions. Thus, under these conditions (8) would become 

a2 a 2 
Y2e. X2b + Yle·X1e + a 2b2 (X2b - £)2 + a2bl (Xle _ ~) 2 

n2 nl 

and this would'simplify further on the assumption of the same array variance 
and regression slope for the two particular distributions to 

a2y.z (! + ;1) + a 2b(X2b - Xl e )2. 

In a similar manner the expressions for R, E LW, and E LA would be modified 
and iIi general simplified. 

The technique outlined in this paper has its chief value in cases where 
the treatments are' operative from' germination or from a stage where ratings 
are unavailable or of little use and where the amount of material at each 
harvest is severely restricfed,for example because of inherent difficulties ill 
harvesting within some suitable unit of time. ' In growth experiments it is not 
uncommon 'fo~ plants' to double oreveri to treble their size each week during 
early' stages' of growth,so that the size of the piants soon sets the limit to the 
number that can be handled in one day. Then, too, the need for precision is 
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perhaps even greater in growth experiments than in yield trials, for the interest 
centres more in weight increment than in final weight: It is this gain in pre­
cision which is so important for experiments on field-grown crops, where plant 
variation tends to be very great. 

Other worthwhile applications of the technique are likely to be in connec­
tion with individual leaf studies where high precision is desirable with limited 
material, and to studies of fruit growth. An experiment has come to our notice 
in which it was desired to compare fresh and dry weight increments of fruit 
from trees which had been subjected to varying degrees of thinning. The 
removal of the necessarily large successive samples of fruit was such as to 
vitiate the treatments under comparison, and it seems probable that the use 
of ratings based on an estimate of fruit volume (e.g. the cube of mean 
diameter) might reduce the necessary sample size to such an extent that treat­
ment would not be seriously affected, That fr~it volume is likely to be, a good 
basis for rating in such, studies is indicated by the data of Ross (1946) for 
tomato fruits. 

A point which cannot be too strongly emphasized is that the rating must 
be highly correlated with the yield function for best results. Leaf area is 
probably the best basis for rating in young plants, but stem measurements 
(e.g. height X girth ) might be better for mature plants. If photographic 
standards are used for leaf-area rating, it is highly desirable that the same 
person should make all the estimates. 

In the example of this paper a comparison has been made of the use of 
the absolute and the logarithmic data. In applying the analysis of variance in 
the statistical treatment of growth data, it has usually been found necessary 
to use the logarithmic transformation in order to eliminate the correlation of 
class means with their standard errors. Furthermore, it was known (Goodall 
1945) that the logarithmic data were likely to give approximately parallel 
regression lines (see also Figs. 3, 4, and 5 of this paper). However, the gain 
in information using ratings seems to be as great with the untransformed data" 
so there seems little point in using the transformation, especially as the actual 
measurements were found to be slightly more compatible with the assumptions 
underlying the developmeQt of the theory. 

The computational effort concerned with the determination of the maximum 
likelihood estimates of the mean ratings could be eliminated in some types 
of experiment. Thus, if the time interval between the first and the last of the 
harvests is short, the weight-rating correlations will all be high, and it may 
be possible to rate all the plants of the experiment at one time. In such a 
case the mean rating of each treatment automatically becomes the maximum 
likelihood estimate for the treatment. Even if the weight-rating correlation is 
not maintained, or it is not possible to rate all the plants at once, the same 
principle could be extended to two or more groups of harvests, By ignoring 
the rating linkages between such groups, one would lose a little information, 
but this is likely to be small in comparison with the computational labour of 
recovering this information. 
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