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This account is written for general users of density functional theory (DFT) methods as well as experimental researchers who are new to the field and would like to conduct such calculations. Its main emphasis lies on how to find a way through the confusing ‘zoo’ of DFT by addressing common misconceptions and highlighting those modern methods that should ideally be used in calculations of energetic properties and geometries. A particular focus is on highly popular methods and the important fact that popularity does not imply accuracy. In this context, we present a new analysis of the openly available data published in Swart and co-workers’ famous annual ‘DFT poll’ (http://www.marcelswart.eu/dft-poll/) to demonstrate the existing communication gap between the DFT user and developer communities. We show that despite considerable methodological advances in the field, the perception of some parts of the user community regarding their favourite approaches has changed little. It is hoped that this account makes a contribution towards closing this status and that users are inspired to adjust their current computational protocols to accommodate strategies that are based on proven robustness, accuracy, and efficiency rather than popularity.

Introduction

After Kohn and Sham’s seminal paper in 1965 and groundbreaking advancements by others in the 1980s and early 1990s density functional theory (DFT) has become the most frequently applied computational-chemistry technique. It is not only used by specialised computational and theoretical chemists, but thanks to its availability in standard quantum-chemistry software and its relatively easy technical applicability, it is also commonly used by experimentalists to support and theoretically underpin their experimental findings. Many high-impact chemistry papers nowadays rely on DFT-based insights. In fact, phrases such as ‘DFT’ or ‘B3LYP’ have made it into nearly every chemist’s vocabulary. The transforming influence of DFT on the discipline in general can best be seen by the fact that one half of the 1998 Nobel Prize in Chemistry was awarded to Walter Kohn.

However, despite being immensely popular and readily available, it is by far not easy for the user to carry out the right DFT calculation for the right reason. ‘DFT’ is not a simple keyword, but one is faced with hundreds of methods—usually called ‘density functionals’ or ‘density functional approximations’ (DFAs)—and for non-experts it has become increasingly difficult to be up to date and to know which methods to choose and which to avoid. In fact, we are inclined to go that far as to state that there is an increasing gap between the developer and user communities due to the large and ever-growing ‘zoo’ of DFAs. As a consequence, the field is riddled with misconceptions—some of which we will address later—and it is no surprise that many users base their computational strategies on popular and highly cited, albeit older, DFAs, which raises the question whether popularity really implies accuracy. The answer to that question can best be summarised by quoting a paper by Kruse, Goerigk and Grimme from 2012 whose title contained the warning: ‘Why the B3LYP/6-31G* model chemistry should not be used in DFT calculations of molecular thermochemistry’.

Thanks to the generous award of the 2017 Royal Australian Chemical Institute Physical Chemistry Division Lectureship, the first author of this account was able to address a general audience of chemists from over 20 chemistry departments across Australia and New Zealand between August 2017 and March 2018 with a lecture series that carried a similar title to this work. His main goal was to make his own humble contribution towards closing the aforementioned communication gap between developers and users and to inform the latter about the current state of the field. This account is meant to serve as a succinct summary of a large portion of that lecture series. It touches on recent contributions by both others and us with the main focus being on four aspects: the importance of London-dispersion effects, accurate energetic properties, the question of popularity and accuracy, and molecular geometry optimisations. By no means can this manuscript be a complete review of everything that has been achieved in the field. Instead, it is meant to be read by non-experts in the field, mainly researchers who occasionally rely on DFT calculations or who intend to carry out such calculations in the future. We hope that our summary introduces them to the confusing DFT zoo, makes them aware of common traps, and provides practical tips that
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enable them to make an informed decision before undertaking new computational endeavours.

The Jacob’s Ladder Classification of DFT

DFT is an exact theory as shown by Hohenberg and Kohn in 1964.\textsuperscript{[13]} This means the ‘true’ density functional offers a route to the exact solution to the Schrödinger Equation for many-electron systems at a cost that is only a fraction of elaborate wave-function electron-correlation methodologies. However, for all practical purposes the previous statement is not useful, as we do not know what the true functional looks like. Instead, our day-to-day calculations rely on DFAs, each with their individual advantages, disadvantages and inherent errors. To bring order into this chaotic DFT zoo, Perdew and Schmidt introduced the idea to classify each DFA according to its fundamental ‘ingredients’. Based on the nature of those ingredients, the DFA is then assigned to one of five rungs on a ladder.\textsuperscript{[16]} Analogous to the Old Testament, they named the resulting classification the ‘Jacob’s Ladder’ of DFT; Fig. 1 shows a modified and modernised version of this idea. According to the original publication, the ladder connects the ‘Hartree World’ of non-interacting electrons with the heaven of chemical accuracy, with each higher rung promising more accurate results. In later works, the term ‘Hartree Hell’ also appeared (see Fig. 1). From a chemist’s perspective, the latter phrase actually makes sense, as Hartree Theory does not describe the phenomenon of quantum-mechanical exchange between indistinguishable electrons.\textsuperscript{[17,18]}

In other words, Hartree Theory violates the Pauli Principle, which is fundamental to chemistry; indeed, a world without the Pauli Principle can be considered as hell for a chemist. The heaven of chemical accuracy represents the exact solution to the Schrödinger Equation. However, for pragmatic reasons most in the computational-chemistry community aspire to the following arbitrary targets to be understood as ‘chemical accuracy’: 1 kcal mol\(^{-1}\) for reaction energies (REs) or barrier heights (BHs), 0.1 kcal mol\(^{-1}\) for noncovalent interaction (NCI) energies, and 0.1 eV for electronic excitation energies.

The lowest rung on Jacob’s Ladder is occupied by local density approximation (LDA) functionals. They are based on the uniform electron gas (UEG) idea in which one imagines the entire universe to be filled with a gas of evenly distributed electrons that can move freely within a positively charged background potential that ensures overall charge neutrality.\textsuperscript{[19–20]} In such a model, the electron density \(\rho\) is constant and expressions for such a case were derived both for the exchange\textsuperscript{[21]} and electron-correlation\textsuperscript{[22,23]} energy contributions to the total electronic energy. It comes as no surprise that LDA functionals fail for chemical systems because the electron density in a molecule is anything but constant. However, LDA methods now form the foundation for the most commonly used higher-rung DFAs and developers attempted to address the LDA shortcomings with additional corrections. One of those corrections is the generalised gradient approximation (GGA), which is represented by the second rung of Jacob’s Ladder. GGA methods rely not only on the electron density as an input, but also on its gradient \(\nabla \rho\). Similarly to LDA’s, a GGA energy expression can be divided into an exchange and correlation contribution. Popular representatives for GGAs are the BLYP,\textsuperscript{[7–9]} BP86,\textsuperscript{[4,5,7]} PBE,\textsuperscript{[11]} or B97-D functionals.\textsuperscript{[24]} In 2012, Peverati and Truhlar suggested avoiding the mathematical distinction between exchange and correlation and to use one mathematical expression that encompasses both. The resulting non-separable gradient approximation\textsuperscript{[25]} (NGA) formally also belongs to the second rung on Jacob’s Ladder. The third rung in Fig. 1 takes into account higher-order derivates of \(\rho\), or alternatively the orbital kinetic energy density \(\tau\), which involves a sum over squares of the first derivatives of occupied orbitals with respect to spatial coordinates. The resulting methods belong to the class of meta-GGAs/NGAs, with TPSS\textsuperscript{[26]} or M06L\textsuperscript{[27]} being common examples.

The first three rungs are (semi-)local by nature, as they only assess the density at specific points and in their nearest vicinity. Quantum-mechanical exchange, however, is a non-local phenomenon and its accurate treatment with semi-local descriptors is therefore difficult. Fourth-rung functionals solve this problem by replacing some portion of semi-local DFT exchange with conventional Fock exchange\textsuperscript{[17,18]} which is known from Hartree-Fock (HF) theory. Popular examples of such ‘hybrid’ functionals are BHLYP (also called BH and HLYP),\textsuperscript{[12]} PBE0 (also called PBE1PBE),\textsuperscript{[28,29]} B3LYP,\textsuperscript{[13,30]} or M062X.\textsuperscript{[31]} In the same spirit, Grimme suggested in 2006 to replace parts of semi-local DFT correlation with an orbital-dependent non-local perturbative term, which in practice is identical to what is known as second-order Møller-Plesset perturbation theory (MP2).\textsuperscript{[32]}

The first of such ‘double-hybrid’ density functionals (DHDFs) was B2PLYP.\textsuperscript{[32]} More accurate successors were suggested later, for instance Goerigk and Grimme’s PWPB95,\textsuperscript{[33]} Kozuch and Martin’s ‘of DSD’ functionals,\textsuperscript{[34–36]} and Head-Gordon and co-workers’ \(\omega B97X-2\)\textsuperscript{[27]} and \(\omega B97M(2)\).\textsuperscript{[38]} Ref. 39 contains an in-depth review of DHDFs and Ref. 40 provides the most recent overview of DHDF names and performance. Note that Fig. 1 refers only to DHDFs for pragmatic reasons, as they are the currently most practicable representatives for the fifth rung. Perdew and Schmidt originally assigned all methods that rely on virtual (unoccupied) orbitals to that rung. Indeed, we would like to acknowledge recent advancements of other methods in that area, in particular of random-phase approximation (RPA) methods.\textsuperscript{[41–46]}

The hypothesis behind the Jacob’s Ladder of DFT is that higher rungs should deliver better results, something we will address again later. At the same time, the ladder also implies that
the higher one climbs, the higher the computational effort is. Indeed, hybrid DFAs are more resource intensive than (meta-)
GGAs/NGAs. DHDFs rely on an MP2-like term, and as such they inherit its formal scaling behaviour of \( O(N^4) \) with \( N \) being
the system size, such as number of atoms or number of basis functions for the linear combination of atomic orbitals (LCAO)
approximation. In comparison, HF (and hybrid DFT) formally scale as \( O(N^3) \). That being said, specific DHDFs, such as
PWPB95, employ techniques to bring down the formal scaling behaviour to \( O(N^2) \). In addition, almost every major DFT
code—with one notable exception—makes use of the more than
25 year old resolution-of-the-identity (RI) technique (also
referred to as ‘density fitting’) to speed up the evaluation of
MP2.
Paired with an RI-MP2 algorithm, our group routinely
performs DHDF calculations on systems with 60 atoms or more
and large triple- or even quadruple-\( \zeta \) AO basis sets without any
major issues. We therefore do not see any convincing reasons,
why DHDF calculations should be avoided in routine calcula-
tions and will address this point again later.

**Energetic Properties**

**Comprehensive Benchmarking Databases**

The testing (or benchmarking) of quantum-chemical methods is a
crucial component in any method-development project. It allows
identifying any shortcomings that need to be rectified in the
development stage and assessing the final version of the newly
developed method. Given the plethora of available computational
approaches, properly conducted benchmark studies bring order to
the confusing method zoo and inform the user on which methods
are best for one property may only be mediocre for a different one.
In fact, the DFT zoo is riddled with DFAs that
cannot be overstated. Nevertheless, one may question their
heavy reliance on HoFs. Ultimately, HoFs are related to total
atomisation energies (TAEs), and while those can be regarded as
a tough test for any quantum-chemical method, Goerigk and
Grimme demonstrated in 2011 that there is no correlation
between a method’s performance for TAEs and its ability to
accurately describe ReEs. Others also thought along the same
lines and the mid-2000s saw the advent of many new standalone
benchmark sets that covered properties that were more relevant
to chemists, such as ReEs, BHs, or NClEs; herein, we only refer
to some of the pioneers in the field, namely, Truhlar, Hobza,
Martin, and Grimme. Their works also signified a shift away from experimental reference values towards accurate
wave-function \( \text{ab initio} \) data. Initially, this may be puzzling to
some, but in the grander scheme it does make perfect sense. First
and foremost, a newly developed computational method is
developed to provide an electronic energy. A direct comparison
of such electronic energies with experiment has to be avoided, as
it is not the method’s role to take into account vibrational,
temperature, solvent, or any other effects. Without doing any
calculations that would take such effects into account, bench-
mark results would be misinterpreted and rely solely on error
compensation. In our opinion, it is therefore smarter to first
establish that a cost-efficient method comes close to accurate \( \text{ab initio} \) numbers, such as the well-established CCSD(T)
gold standard. By doing so, a handful of methods would particularly
stand out. In further studies, those could then be combined with
strategies to take into account additional effects which would
then make the method directly comparable with experiment.
While the present account solely establishes the most important
part, namely the comparison of electronic energies, we refer the
interested reader to a very recent study that goes one step further
and demonstrates how previously benchmarked methods com-
pare with experiment.

The works cited in the previous two paragraphs all revolved around testing a method for a single property. That may be
useful for some specific applications. For instance, if one has to
calculate EAs, then a method could be used that performs well
for an EA-focussed benchmark set. However, when it comes to
dFT methods, experience has shown that a DFA that may be the
best for one property may only be mediocre for a different one.
In fact, the DFT zoo is riddled with DFAs that
demonstrate only limited applicability. When faced with a
previously unexplored chemical problem, a user would be much
better off using a method that performs well for a large range of
different properties, or in other words a method that exhibits a
relatively large robustness. To test for this, one should therefore
not rely on only one benchmark set, but instead turn to
comprehensive databases that comprise a large number of
different properties. Again, Truhlar was one of the early pio-
ners in this field and he started to use such databases in the
development of his Minnesota DFAs, such as the M06 class of
functionals. One of the latest versions of such databases is
called Database 2015B. It comprises 481 data points [10
structural data (MS10) and 471 energetic data (AME471)];
however, it has only been used to assess the first four rungs of
Jacob’s Ladder (83 DFAs), which raised the question how the
latest Minnesota functionals would compare with double
hybrids. Moreover, London-dispersion effects were not consist-
tently treated; we will discuss London-dispersion effects and
how to treat them within a DFT framework in the next section.

In 2010, Goerigk and Grimme published the GMTKN24 database for General Main-group Thermochemistry, Kinetics,
and Noncovalent interactions and extended it a short time later
into the GMTKN30 database. Whilst initially used to assess their own developed GGAs, meta-GGAs and DHDFs, the same
authors published in 2011 one of the largest DFT benchmark
studies at that time that assessed 45 DFAs covering all five rungs of
Jacob’s Ladder, whilst taking London-dispersion effects
properly into account to provide a more consistent picture of the
DFAs’ performance. GMTKN30 also included part of the Main Group Chemistry Database (MGCD84) by
Mardirossian and Head-Gordon in 2017. It comprises 4986
data points separated into 84 subsets, and as such it is the largest
of the contemporary benchmark databases. The first MGCD84
paper analysed 200 dispersion-corrected and uncorrected
DFAs. A closer analysis reveals that those 200 methods
broke down into HF theory (i.e. a non-DFT method) and
91 unique XC DFAs, which belonged to the first four rungs of
Jacob’s Ladder. Only in a subsequent study, nine DHDFs
were added to the overall analysis. MGCD84 is
undoubtedly a major advancement to the field and we highly recommend to read the original paper, as it contains invaluable insights to the current field of DFT. In passing, we also recommend a broken-down and smaller version put forward by Chan that may be helpful for method developers.⁷²

At around the same time as the first MGCDB84 study was published, our group in collaboration with the Grimme group published an update of our GMTKN30 database after having received multiple personal requests by many users and developers that had asked us to continue our contributions to the field. The resulting database is called GMTKN55 and contains 1505 data points separated into 55 benchmark sets that can be divided into the five different categories shown in Fig. 2.⁶⁸ Whilst smaller in size than MGCDB84, GMTKN55 has distinct advantages. In particular, we demonstrated that its reference values are of much higher quality than the ones used in GMTKN30 (and therefore also for the benchmark sets that overlap with MGCDB84); in Ref. 68 we demonstrated how that had a significant impact on how to rank DFAs. We also made sure to offer a larger variety of different properties to avoid having a sizeable number of benchmark sets assess the same property repeatedly. Whilst doing so, we also included larger systems, with the largest molecules containing more than 70 atoms. The first GMTKN55 study comprised 217 dispersion-corrected and uncorrected DFAs that broke down into 80 unique dispersion-corrected DFAs for a consistent and detailed analysis.⁶⁸ The paper has become a great success and already after a few months Web of Science⁷³ listed it as a ‘hot paper’, as it was published in the last two years and has reached enough citations to be placed in the top 0.1 % of the academic field of chemistry. This shows the value of such studies to the general chemistry community. In mid 2018, we increased the number of assessed DFAs in two subsequent studies to a total of 325 dispersion-corrected and uncorrected methods, with 115 dispersion-corrected ones being analysed thoroughly.⁴⁰,⁷⁴ We focussed on the four highest rungs on Jacob’s Ladder, as it had already been established that LDA functionals were not viable for molecular chemistry applications.¹³³ The three papers combined can be regarded as the largest published DFT benchmark study.⁴⁰,⁶⁸,⁷⁴ We will review our recommendations in one of the following sections. We also note that method developers who cannot use GMTKN55 during the development stage may want to use Gould’s recently published ‘Diet GMTKN55’ before conducting a final assessment on the full GMTKN55.¹⁵⁷

The Importance of London Dispersion

One of the major deficiencies of conventional DFAs is the inability to describe London-dispersion forces, as first shown in the 1990s.⁷⁶–⁷⁹ London dispersion is ubiquitous and stabilises both intra- and intermolecular interactions and the increasing popularity of DFAs and their failure to correctly capture this phenomenon posed a dilemma to users and sparked a tremendous interest to rectify it. Many strategies have emerged and we only briefly summarise the four main categories of dispersion-corrected DFT here; we highly recommend Ref. 80 for a detailed review. The first category represents a very time-efficient strategy, namely to use additive corrections that estimate the missing dispersion energy for a given functional with negligible computational effort, which is added to the electronic energy obtained from a standard DFT calculation. The majority of the missing dispersion energy is accounted for by summing up the dispersion contributions of each atom pair, while three- or many-body interactions can be additionally requested for some types of additive dispersion corrections.⁸¹–⁸³ All additive corrections rely on the molecular geometry as an input and sometimes also electron density or atomic charges to better account electronic effects that may alter the dispersion coefficients compared to a bare atom.²⁴,⁸¹–⁸⁴ While the idea of using an additive dispersion correction dates back to HF calculations in the 1970s.⁹⁵,⁹⁶ one of the first successful schemes regularly applied by users was Grimme’s DFT-D2 correction,²⁴ which relies on atom-pair contributions and a small number of empirical atomic C₆ dispersion coefficients.²⁴ DFT-D2 has had a transforming impact on the broader field of chemistry and in 2016 ‘Chemical & Engineering News’ determined it to be the most-cited chemistry paper published ‘a decade ago’.⁹⁷ DFT-D2 was replaced by DFT-D3 in 2010, which is a far more robust and less empirical method.¹⁸¹ It does not only use the molecular geometry as an input, but the chemical environment of each individual atom modifies its dispersion coefficients, which introduces some system dependence. DFT-D3 comes in three flavours named DFT-D3(0) (with ‘zero damping’), DFT-D3(BJ)⁸⁵ (with ‘Becke-Johnson’ damping),¹⁸⁵ and the less known DFT-D3(CSO)⁹⁶ (with ‘C-six-only’ damping).³ We refer the reader to Refs 80 and 99 for reviews of the details of these technicalities; it shall suffice to say that damping functions are needed to control the overlap region between short-range interactions governed by the underlying DFA and

¹Note that the suffix ‘D2’ was introduced subsequently in 2010.¹⁸¹ Prior to that, this method was referred to as ‘DFT-D’. In fact, even today we see that acronym being used; for instance functional names such as ‘B3LYP-D’ or ‘B97-D’ usually refer to the old DFT-D2 method.

¹Again, there may be confusion in the literature and initially just the suffix ‘D3’ was used. Depending on the context, this can refer to any of the three variants. Some users of the program Gaussian⁹⁰ use the suffix ‘GD3’ or ‘GD3BJ’ in publications, which are the Gaussian keywords for DFT-D3(0) and DFT-D3(BJ), respectively, but we would like to point out that this is an incorrect nomenclature and should not be used in any published literature.

![Fig. 2. The GMTKN55 database.](image-url)
long-range interactions treated by the dispersion correction. Overall, DFT-D3(BJ) should be used, as it is physically more sound [85] except for those methods that are only compatible with DFT-D3(0), such as most of the Minnesota functionals by the Truhlar group [56,100]. While very recently the new DFT-D4 has been published [87,88] and while it is yet to be seen how it will be adopted by the user community, DFT-D3(0) and DFT-D3(BJ) are currently the most applied dispersion corrections. In fact, DFT-D3(BJ) is our routine choice for larger systems, for which the second category of corrections described in the next paragraph cannot be applied.

The second category contains methods that were designed in an attempt to fix the dispersion problem at its root, namely by including a term that enforces the correct asymptotic behaviour of the dispersion energy. [101–104] That term, also called ‘non-local (NL) kernel’, can in principle be combined with any underlying DFA. [105] Different NL kernels were developed [105–108] and the one suggested by Vydrov and van Voorhis in 2010—the VV10 [108] kernel—emerged as the method of choice that is now being used in combination with many functionals. Examples are methods that either end in the suffix ‘V’ (such as B97M-V) [106–108] or ‘NL’ (such as B3LYP-NL) [109]. Quantum-chemistry packages, such as ORCA [109], PSI4 [110], QChem [111] or ERKALE [112] offer implementations of the VV10 kernel. While the latter two only allow for its application with a limited number of semi-local DFAs, the first two are more flexible and do not impose any such restrictions. ORCA and PSI4 also offer an additional degree of freedom for the user, namely to choose whether the VV10 kernel is used in the self-consistent-field (SCF) step or whether it is used as an additive (post-SCF) correction to correct the converged energy of the underlying semi-local DFA. While the first strategy may be the preferred one from the purist’s point of view, we conclusively showed with the help of GMTKN55 and other systems that a full-SCF version only has negligible influence on relative energies, electron densities, and orbital gaps. [74] Instead, the post-SCF strategy can reduce the overall computational effort by 50%. [74]

The third category had its heyday between 2004 and 2014. [113–115] Readers who have carried out calculations with heavier elements may be familiar with the concept of effective core potentials, [116] which are Gaussian-type one-electron potentials that mimic the effect of core electrons including relativistic effects. There have been attempts to use those potentials, which are readily available in every quantum-chemistry code, and refit them against NCI energies. Despite the initial popularity of such an approach, it should be surprising for any theoretician that one-electron potentials were expected to deliver a correct description of an electron-correlation effect, such as London dispersion, for which by definition at least two electrons are needed. Indeed, the first author of this account showed in 2014 that this idea broke down when moving away from inter- to intramolecular interactions and that it created large errors for the latter—both for conformers and thermochemistry. [117] In these days, this approach is not used often, but instead developers have started to make use of similar potentials to solve other problems, such as errors stemming from using small AO basis sets [118,119] or to improve the description of rotational energy profiles. [120]

The fourth category is an immensely popular one. It comprises semi-local DFAs that do not contain any terms that actually allow the description of long-range dispersion interactions, but instead they rely on a large number of parameters that were empirically fitted to ‘covalent’ properties and non-covalently bound dimers. The Minnesota classes of functionals, [122,123] with M062X [31] probably being the most famous representative, belong to this category and are the methods of choice for many. Without doubt, some of the Minnesota functionals provide very reliable and accurate results particularly in thermochemistry and the treatment of transition metals. [56,65,122,123] However, when it comes to the treatment of dispersion interactions we have to issue a clear warning to the user: they do not properly capture the physics of dispersion interactions correctly! Back in 2011, Goerigk et al. showed that the early Minnesota functionals severely underestimated interaction energies in the long-range regime [124] and benefitted from additive dispersion corrections even for equilibrium geometries. [56,123] The developers of Minnesota functionals then subsequently changed their stance and stated that they should only capture dispersion effects at van-der-Waals distances where the electron clouds of two non-covalently bound fragments start to overlap. [123] The present first author examined the validity of such a claim in 2015 [108] the main finding is visualised for the argon-dimer dissociation curve and various newer members of the Minnesota family in Fig. 3. The various curves clearly show severe problems in the van-der-Waals and asymptotic regions, sometimes even highly unphysical behaviour with inflection points or spikes. Ref. 100 also showed how the tested functionals could be improved by adding the DFT-D3 correction and it was also the first work to combine a Minnesota
Our Current Recommendations for Method Users

Herein, we briefly summarise the main findings of our extensive GMTKN55 analysis that comprised 325 variations of dispersion-corrected and -uncorrected DFAs representing 104 unique XC functionals. In many cases, we applied different dispersion corrections to the same unique functional, but boiled down the final analysis to the most efficient correction: mostly DFT-D3(BJ), sometimes the NL kernel, and only in exceptions the DFT-D3(0) variant. In total, we presented a thorough analysis of 115 of such dispersion-corrected methods. The GMTKN55 papers allow the users to identify the best DFT methods for each of the 55 assessed properties and someone who is interested in a specific property is referred to the supporting information of Ref. 74. However, as outlined earlier, the main motivation behind the database was to identify methods that are robust, accurate, and perform equally well for a range of problems. Such methods should be favoured by users in actual applications, as they should give a reliable result with much higher probability than many of the currently used approaches.

In order to provide such a ranking of DFAs, we presented a scheme that allows us to condense the statistical values for each of the 55 sets to one final number, which we called ‘weighted total mean absolute deviation’ (WTMAD). After having thoroughly assessed 11 different WTMAD schemes, we recommended two, named WTMAD-1 and WTMAD-2. Both schemes delivered the same general trends, which is why we are confident about the validity of our recommendations. According to the WTMAD idea, lower values indicate higher levels of accuracy and robustness. The exact details of how these WTMADs were defined shall not matter for this section and the interested reader is referred to the original paper. WTMADs were presented for each of the categories for GMTKN55 and for the entire set. Herein, we only focus on the latter and summarise our main findings below.

Our first important finding was that dispersion-corrected DFT methods outperformed their uncorrected counterparts and we demonstrated with GMTKN55 that dispersion can influence REs and BHs by 1 kcal mol\(^{-1}\) or significantly more, which is higher than the chemical-accuracy value. Our study also confirms the validity of the Jacob’s Ladder scheme with average WTMADs for each individual rung decreasing as one climbs the ladder. As a consequence, dispersion-corrected DHDFs should be the methods of choice and we only recommend hybrids if the first cannot be applied for technical reasons. That being said, not every double hybrid can be safely recommended and we identified a series of DHDFs—often called ‘non-empirical’ double hybrids—that were outperformed by many methods of the fourth rung. In the same way, we also identified hybrids that were outperformed by second- or third-rung functionals. While we strive to update our GMTKN55-based rankings whenever new methods become available, we currently recommend those top three functionals for each of the four highest rungs that are shown in Table 1. LDA in general cannot be recommended and are therefore not listed. As can be seen, some methods employ the NL kernel; however, if its application is not feasible, one can safely use the faster DFT-D3(BJ) without significant loss in robustness or accuracy. Almost all methods can be used with the latest version of the free program ORCA, which should make the transition to new computational strategies easy for the user. However, if one has to rely on a different program that may not have these methods implemented, we can also recommend the double hybrid B2GPPLYP-D3(BJ) and the hybrids M052X-D3(0), \(\omega B97X-D3(0)\), and PW6B95-D3(BJ). In the next section, we address better known and more popular methods and their performance for GMTKN55.

Popularity versus Accuracy and Reliability

For those who are familiar with DFT applications, the recommendations in the previous section may have come as a surprise, as we did not discuss any of the well-known DFAs, such as B3LYP, PBE0, PBE, or BP86. This section is dedicated to such popular approaches and to the question of whether popularity should be the reason for choosing a method for an application. We would like to add a new perspective to
this discussion with the help of an analysis that has not been conducted before. While one can base the popularity of a method on its number of citations (see Supplementary Material for a citation analysis of popular DFAs), we herein would like to focus on the annual ‘DFT poll’ by Swart, Bickelhaupt, and Duran. This poll started in 2010 and separates popular functionals into two divisions—almost akin to soccer leagues—where the top DFAs of the second division will make it into the first division in the following year, while the least popular methods in the first division will be demoted to the second.

In addition, new methods can also be suggested by followers that can then rise through the ranks. While the poll itself has never been published in any of the conventional scientific outlets and while it is hard to gauge the geographical and scientific background of its participants, we still find it an insightful activity. Details of each year’s poll are given on the relevant website and herein we would like to focus solely on those 20 DFAs that made it into the first division of the respective year and compare it to our findings for GMTKN55. Our aim herein is to track and benchmark the performance of the respective year and compare it to our findings for GMTKN55.

Fig. 4 shows the most popular density functional from each year’s poll and its rank based on the assessments of 216 members of the developer community know and recommend the user community and if that is reflected by what we as members of the developer community know and recommend based on our thorough benchmark studies.

The results are based on already published data and three additional DFAs, as outlined in the Supplementary Material. For the context of this analysis ‘dispersion corrected’ refers mostly to the DFT-D3(BJ) correction, unless DFT-D3(0) has been particularly recommended, as well as to the NL correction. A list of the DFT-D3(0) and NL-corrected methods used in this analysis is shown in the Supplementary Material. The ranking of DFAs is based on the WTMA-2 scheme. Fig. 4 shows that in five out of eight years PBE emerges as the most popular density functional. However, it is only at 185th position for GMTKN55.

The next popular DFA approximation, PBE0, appears three times at the top in the DFT polls. PBE0, however, only ranks in 154th position. While it is never at the top, B3LYP has always featured in the first division, and also a citation analysis shows that it is by far one of the most popular functionals in the user community (see Supplementary Material). However, for GMTKN55, it only ranks in 197th position, which is worse than many dispersion-uncorrected GGAs! We also note that none of the popular functionals were suggested to be used with a dispersion correction. In fact, only three of the top-20 methods were chosen with a dispersion correction in the 2017 poll, usually the outdated DFT-D2. However, even if we apply the DFT-D3 correction to PBE and PBE0, the resulting dispersion-corrected approaches still show mediocre performance and they rank in 140th and 77th position for GMTKN55, respectively. B3LYP-D3 appears in 72nd position.

After having focussed on the most popular approaches at the top of the first division, we now proceed with a comprehensive look at all first-division DFAs in each year. For that we calculated the rankings of those DFAs for the GMTKN55 database, which required some additional calculations, as some functionals had not been assessed before (see Supplementary Material for more details). For each year, all functionals were ranked based on their WTMA-2 values and divided into bins of 50 ranking positions for the GMTKN55 database. Each functional belonging to a particular bin gave a count of one to the frequency. Note that some first-division functionals were excluded from our analysis, as they either had been designed for specific properties or they were technically not feasible; therefore, the overall count to the first-division DFAs used in our analysis for some years was not always 20. To accommodate this, we normalised the frequencies in each bin by dividing them by the respective number of tested functionals for a given year.

The resulting plot shown in Fig. 5 allows us to gauge if and how preferences of the DFT user community have changed and whether the comprehensive benchmark studies have made an impact on those. Unfortunately, we do not see that the poll started to favour more accurate approaches. If it had done so, we would see higher bars in the top-50 bin for the most recent years. It is striking that even in the 2017 poll one third of the first-division methods belong to the 16 worst DFA approaches for GMTKN55! We also note in passing that DHDFs, even though they have been shown to be the most robust DFT methods have
came as a surprise. The importance of London dispersion to the BP86 seemed to be the methods of choice in the field, which we set out to work on polypeptide optimisations, B3LYP and transferred to any system of similar size or larger, in particular optimisation of polypeptides, but the general messages can be preferred standard. In the organic chemistry field, where B3LYP/6-31G* seems to be the very similar to many energy calculations in the computational smaller, such that optimisations with DHDFs are usually not geometries; however, the differences between the rungs are we have to state that Jacob’s Ladder is also reproducible for due to popularity rather than an informed decision. First of all, properties, this field is governed by approaches that are chosen of structural parameters. Similarly to the calculation of energetic calculations and the analysis of energetic properties. However, the majority of this account has dealt with single-point energy this section, will inspire long-needed rethinking in the user account. We hope that the continuing reiteration of our findings, and users mentioned in the introduction. It also shows the need to continuously engage with users, as is our intention with this account. We hope that the continuing reiteration of our findings, including the new angle from which we have viewed this topic in this section, will inspire long-needed rethinking in the user community.

Structural Properties

The majority of this account has dealt with single-point energy calculations and the analysis of energetic properties. However, most quantum-chemical studies commence with an optimisation of structural parameters. Similarly to the calculation of energetic properties, this field is governed by approaches that are chosen due to popularity rather than an informed decision. First of all, we have to state that Jacob’s Ladder is also reproducible for geometries; however, the differences between the rungs are smaller, such that optimisations with DHDFs are usually not required. Depending on system size, hybrid or (meta-) GGA functionals are sufficient in our experience. Many users prefer the B3LYP hybrid and the BP86 GGA, often paired with relatively small AO basis sets, in particular 6-31G*. This is very similar to many energy calculations in the computational organic chemistry field, where B3LYP/6-31G* seems to be the preferred standard.

In this section, we briefly review our previous works on the optimisation of polypeptides, but the general messages can be transferred to any system of similar size or larger, in particular for organic molecules and transition-metal complexes. When we set out to work on polypeptide optimisations, B3LYP and BP86 seemed to be the methods of choice in the field, which came as a surprise. The importance of London dispersion to the structural stability of biomolecules is well-established and yet DFT methods were chosen that did not treat any such interactions, which is a striking contradiction. In fact, similarly to what we outlined for energetics earlier, it is also well known how geometries become more accurate when dispersion corrections are applied (we will see a visual example for this very shortly). The second problem is the quality of the often-applied small AO basis sets. The more AOs we use, the more reliable the LCAO approximation to the molecular orbitals is. However, using large basis sets requires more computational resources. Consequently, the user has to strike a compromise between reliability and computational effort. However, one also has to consider the risks that stem from having an incomplete basis. One portion of this incompleteness error is often forgotten by the user community. It is called the ‘basis-set superposition error’ (BSSE) and manifests itself in an artificial overestimation of NCIs.

Herein, we would like to remind that this problem is not unique to non-covalently bound dimers, but also to intramolecular interactions. As such, any overestimated NCI should distort the resulting geometry of a molecule, as we will see below.

The efficient treatment of both the inter- and intramolecular BSSEs became possible with Kruse and Grimme’s additive ‘geometrical counterpoise’ (gCP) correction, and with the conceptually related ‘DFT-C’ method by Head-Gordon and co-workers. For energy calculations, Kruse, Goerigk, and Grimme showed how the infamous B3LYP/6-31G* level of theory can be turned into something more robust and reliable when combined with DFT-D3 and gCP without compromising its beneficial computational cost. In Fig. 6, we see that the same is also true for geometries, as shown for a folded conformer of phenylalanyl-glycyl-glycine (FGG) The light blue structure is based on the popular BP86/6-31G* level of theory and it is compared with an *ab initio* structure that provides sufficient accuracy for the main message that this figure conveys. For this conformer, one would expect significant NCIs between both ends. If BSSE plays a role, it should lead for the two ends to be too close to one another. Indeed, one sees how they move away from one another after addition of the gCP correction (middle of Fig. 6). When DFT-D3(BJ) is added, one obtains nearly perfect agreement with the reference structure (Fig. 6). This figure demonstrates one of the possible reasons for the popularity of BP86/6-31G* or B3LYP/6-31G*. While dispersion is not described, BSSE mimics some attractive effects, therefore creating a seemingly better structure, as can be seen by the relatively low root-mean square deviation in Fig. 6. This effect is clearly due to error compensation, something that one should avoid relying on due to its unpredictability. By adding both corrections, one ensures the right result is obtained for the right reason. We later verified these findings for the geometry optimisation of a protein fragment in its crystal environment compared against a highly accurate experimental structure.

As BSSE is only one problem related to incomplete basis sets, we recommend to always use a basis set of at least triple-ζ quality. If that is not possible, applying a BSSE correction is required. To avoid any remaining basis-set-incompleteness errors, we specifically recommend the relatively new DFT methods by the Grimme group called PBEh-3c and B97-3c, which take into account dispersion and provide accurate geometries for large systems whilst keeping any basis-set errors minimal.
Concluding Remarks

This account cannot replace detailed review articles or textbooks, but we do hope that it provides readers with guidelines that informs them on which computational strategies to best follow. A particular emphasis was laid on the fact that popularity should never justify a chosen computational strategy. Instead, we can rely on the results of thorough benchmarking studies that allow us to pick our methods based on evidence. As such, we hope to have also convinced the reader that benchmark studies themselves play an important role, as they can offer novel insights into the general chemistry community, such as that demonstrated by the success of benchmarking London-dispersion corrections, which revealed how crucial London dispersion is for structures and reactivity alike. To the general user and anyone new to the field, the zoo of DFT methods can be intimidating and we hope we have shed some light on this complex field. The most important take-home messages of this account can be summarised as follows:

- London dispersion has to be taken into account in general computational (thermo-)chemistry.
- Dispersion-corrected, semi-empirical double hybrids are the most accurate DFT methods for ground-state thermochemistry.
- Various dispersion corrections exist and they differ in accuracy and applicability. While we do not want to discourage users from applying Minnesota functionals, we caution them when it comes to applying them without any dispersion corrections. In fact, dispersion-corrected M052X-D3(0) turned out to be a good approach for general main-group thermochemistry, kinetics and non-covalent interactions [68]
- London dispersion and basis-set effects have to be considered in structure optimisations.

We hope that our take on the topics discussed in this account are helpful to some. We would like to encourage further reading of the herein cited articles if more detail is required. Ultimately, we hope we can make a valuable contribution towards future computational endeavours.

Supplementary Material

More details on the analysis of the first-division DFAs for each year of the DFT poll, a citation analysis of the first-division DFAs in the DFT polls and statistical data for GMTKN55 for DFAs that were newly tested in this work are available on the Journal’s website.
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