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DNA-binding, multivalent interactions and phase separation in 
transcriptional activation 
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ABSTRACT 

Transcription is an essential process in biology whereby gene-specific transcription factors target 
sites on DNA to recruit the basal transcription machinery that will produce messenger RNA 
(mRNA). It is a highly regulated multi-step process that involves many proteins and protein 
complexes. Transcription factors, the proteins that mark genes for activation, and other tran-
scriptional regulators are highly enriched in low-complexity disordered regions, which are 
strongly linked to multivalent binding and phase separation. These disordered regions can 
form multivalent dynamic complexes that are essential for many aspects of transcription. Many 
of these proteins can phase separate in vitro and show evidence of phase separation in vivo. 
Whether these interactions represent biologically relevant phase separation in vivo is controver-
sial. However, what these events do demonstrate is that many transcriptional proteins co-cluster 
with other factors in vivo, forming multivalent dynamic clusters that contribute to transcriptional 
events. We review some of these recently investigated events and consider how they contribute 
to our understanding of transcription.  

Keywords: DNA binding, dynamic hubs, intrinsic disorder, liquid–liquid phase separation, 
multivalent interactions, protein–protein interactions, transcription factors, transcriptional 
activation. 

Introduction 

Gene regulation in eukaryotes is a complex process that involves the interplay of multiple 
proteins acting together to regulate chromatin structure, mark which genes are to be up- 
or down-regulated and modulate the recruitment or activity of RNA polymerase II (Pol II), 
which is responsible for transcribing most genes into messenger RNA (mRNA). For a given 
gene to be transcribed into mRNA, transcription factor proteins (TFs) bind specific 
sequences at promoter and enhancer sites. Whereas promoters lie close to the start site of 
transcription, enhancers can lie many thousands of base pairs away, either up- or down- 
stream of the start site. The bringing together of enhancers and promoters is thought to be 
an essential part of gene activation, usually involving interaction with Mediator and other 
proteins such as CTCF, condensin and the basal TFs to recruit and/or activate Pol II. Many 
of these basal factors, which are common to the expression of all genes, are multiprotein 
complexes. 

The genome needs to have many layers of organisation for correct function. This 
includes the packaging of the genome into chromatin – the combination of DNA and 
proteins that makes up chromosomes within the nucleus of eukaryotic cells. Chromatin 
exists in two major forms, of which euchromatin is less condensed and can be tran-
scribed, whereas heterochromatin is highly condensed and typically not transcribed. The 
presence of architectural proteins maintains or restricts accessibility, and the compart-
mentalisation of nuclear elements enhances or inhibits function.[1,2] 

In recent decades, methods based on chromatin conformation capture (3C) techniques 
(which identify regions of DNA that lie close together in space), other molecular biology 
approaches to map the genome architecture, and super-resolution microscopy and 
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imaging have provided considerable insight into 3D genome 
organisation and function (reviewed in ref. [3]). These studies 
confirm that chromosomes separate into active and inactive 
compartments. Chromatin interactions are enriched within 
smaller domains – the topologically associating domains 
(TADs), which are further divided into smaller chromatin 
nanodomains, which are exclusively transcriptionally active 
or inactive. Chromatin loops and extrusions play an additional 
role in both gene regulation and chromatin folding, and DNA 
is wrapped around histone octamers, forming nucleosomes, 
which give expanded chromatin a ‘beads on a string’ appear-
ance[4] (Fig. 1). 

In this review, we look at how protein–protein and 
protein–nucleic acid interactions contribute to the funda-
mental cellular process of gene activation, with a particular 
focus on how transcription factors specifically target genes 

and transcription initiation, and how liquid–liquid phase 
separation (LLPS) contributes to these events. 

Transcription factor binding 

Most cell-specific eukaryotic TFs are multi-domain proteins 
comprising one or more DNA-binding domains (DBDs) plus 
other motifs or domains, including in most cases substantial 
regions of intrinsic disorder (Fig. 2a). DBD-DNA interactions 
depend on the shape complementarity of both molecules and 
the ability to make favourable interactions.[5,6] Notably, alpha 
helices and beta hairpins fit well into the major groove of 
DNA, whereas extended protein chains can target the minor 
groove (Fig. 2b, c). Most DBDs are positively charged under 
physiological conditions, and can bind non-specifically to 
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Fig. 1. Nuclear organisation and transcription. The nuclear membrane contains numerous nuclear pores, and the nuclear lamina lies 
on the inner surface of the nuclear membrane, helping to maintain stability and organise chromatin. The chromosomes lie predomi-
nantly in chromosome territories that can be made up of open euchromatin (green) and closed heterochromatin (grey). Membraneless 
nuclear bodies including the nucleolus and other structures are formed through liquid–liquid phase separation. Transcriptionally active 
domains (TADs) are separated into compartments that are transcriptionally active (Compartment A) or inactive (Compartment B). 
Within these regions, regulatory loops are formed, bringing enhancers and promoters of genes into close proximity through 
interactions between gene-specific transcription factors (green and purple) and the basal transcription machinery including Mediator, 
basal transcription factors and RNA polymerase II. DNA is wound around histone octets to form nucleosomes.    
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Fig. 2. Transcription factor–DNA binding. (a) Transcription factors typically contain a DNA-binding domain (DBD; yellow) 
or can interact with DNA through binding to another protein that contains a DBD (grey), and usually have other protein 
interaction domains that will recruit proteins with various other functional domains. Many of these interaction domains are 
within large regions of intrinsic disorder. (b) β-Hairpin from the ARC (Activity-regulated cytoskeleton-associated protein) 
repressor binding to the DNA major groove.[ 97] (c) α-Helix, and (d) extended chain from GATA1 (GATA-binding factor 1) 
binding the major and minor grooves, respectively.[ 98]    
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DNA – predominantly through basic sidechains from 
proteins and the acidic sugar/phosphate backbone of DNA. 
In contrast, specific interactions can be classed as sequence- 
specific/direct readout (close contacts between the nucleo-
bases and protein chains) or conformation-specific/indirect 
readout (reviewed in ref. [6]). There are some preferences of 
nucleobase-specific recognition by given amino acids involv-
ing the nucleobases themselves or the widths of major and 
minor grooves (which vary according to sequence), and 
some binding events distort protein structure (reviewed 
in ref. [7]). Although there is no simple formula for pre-
dicting efficient DNA–protein interfaces, computational 
tools incorporating Rosetta, machine learning and/or 
AlphaFold2 predictions have been developed to help pre-
dict new and redesign existing DNA–protein interfaces 
(e.g. refs [8–11]). 

Although specificity is required to precisely regulate the 
eukaryotic genome, the intrinsic ability of eukaryotic TFs to 
recognise cognate DNA sequences with high specificity is 
poor. Unlike prokaryotic TFs that bind long DNA sites with 
high levels of specificity, eukaryotic TFs tend to recognise 
shorter DNA motifs (~6–8 base pairs (bp)) with high levels 
of degeneracy, and so lack the necessary information to pre-
cisely target specific sites in the genome.[12] Concentrations of 
canonical binding sites in the genome are thought to be high 
(~mM), which should favour binding, and there will be many 
other slightly varied sites that would be bound with lower 
affinity. The combination of non-specific and specific binding 
of TFs to DNA and rapid exchange of non-optimal binding 
sites is thought to facilitate search strategies that enable TFs to 

find their target binding sites much faster than predicted from 
random binding events alone.[13,14] 

TFs have been identified as binding throughout the 
genome, to both canonical sites and regions that lack a canon-
ical binding motif, but most of these sites are non-functional 
and binding here does not alter transcription.[15,16] Rather, it 
is sites co-occupied by multiple TFs that are associated with 
active expression of genes.[5] The non-DBD parts of TFs, and 
especially the disordered regions (see below), tend to mediate 
protein–protein interactions. This property gives them the 
ability to recruit other factors that either promote or repress 
transcription. Multiple binding events and protein–protein 
interactions play an important role in specificity, through a 
range of different mechanisms including the modification of 
DNA structure, enhanced binding through avidity effects and 
combinatorial binding, such as heterodimerisation of TFs that 
individually recognise half-sites (reviewed in ref. [7]) 
(Fig. 3a–e). An example of changing specificity through 
involvement in different protein complexes focuses on ISL1 
(Islet-1), a LIM-homeodomain (LIM: Lin11, Isl1, Mec3) pro-
tein required for the development of many different organs 
including the heart and nervous system, which acts as a 
transcriptional switch to reduce binding of another LIM- 
homeodomain protein, LHX3 (LIM-homeobox protein 3), to 
interneuron specific genes and enhance binding to motor 
neuron-specific genes.[17] We showed that ISL1 replaces 
LHX3 as the direct binding partner for LDB1 (LIM domain- 
binding protein 1), providing an alternative intrinsically dis-
ordered binding site for LHX3,[18] forming lower-affinity but 
kinetically favoured complexes.[19] Although the ISL1-DBD 
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Fig. 3. Transcription factor interactions modulate DNA binding by a range of mechanisms: (a) direct interactions between DBDs (light green 
and purple indicate different TFs; DNA binding sites are grey inside longer white DNA sequences); (b) DNA binding modulates DNA structure 
of nearby binding sites; (c) half-site binding facilitates combinatorial binding; (d) interactions of non-DBDs; (e) higher level complex formation 
(additional TF is dark blue); (f) schematic of LHX3 (blue) binding to V2 interneuron DNA sites (purple) within the binary LHX3-LDB1 complex 
(LDB1 is yellow); (g) in neighbouring motor neurons, ISL1(green) replaces LHX3 as the LDB1-binding protein binding both partners. The ISL1- 
DBD facilitates binding of LHX3 to these motorneuron sites (magenta) through weak apparently dynamic binding events.   

www.publish.csiro.au/ch                                                                                                             Australian Journal of Chemistry 

353 

https://www.publish.csiro.au/ch


has quite low binding affinity and specificity for DNA, it can 
modulate the binding of the LHX3-DBD, apparently though 
competition for binding to interneuron gene sequences, but 
synergistically enhances binding to motor neuron genes 
through dynamic binding events[20] (Fig. 3f, g). In this way, 
protein–protein interactions can have a major influence on 
DNA binding specificity and downstream transcriptional acti-
vation without directly altering DNA binding characteristics 
of partner proteins. 

Contributions of disordered regions of TFs 

It was the study of TFs that spearheaded research into intrin-
sic disorder in proteins. Numerous investigations have dem-
onstrated that intrinsically disordered regions are enriched 
in binding function, with flexible and adaptable modes of 
binding that can be rapidly modulated by post-translational 
modification (PTM), with some disordered binding domains 
able to bind multiple partner proteins (e.g. refs [21,22]). 
Some disordered binding domains fold on binding, with 
recent studies suggesting that the more common mechanism 
is binding preceding induced-fit folding.[23] However, it has 
become increasingly evident that folding on binding exists 
on a spectrum from high levels of order to highly dynamic or 
fuzzy complexes (e.g. ref. [24]). Indeed, while intrinsically 
disordered regions are well suited to facilitating binding, the 
same properties make them well suited to undergo LLPS. 

Multivalent networks of interactions: phase 
separation and alternative models 

It is now commonly accepted that biological molecules 
can undergo LLPS to form membrane-less organelles or 

condensates (Box 1), providing a mechanism to organise 
the contents of living cells and regulate a plethora of cellular 
functions (e.g. ref. [25]). Many proteins that have been found 
undergoing LLPS contain disordered or low-complexity 
regions that contribute to phase separation through the forma-
tion of multivalent interaction networks.[26] Proteins involved 
in transcription have been found to have particularly high 
levels of disorder,[27] and there is a growing set of data that 
implicates phase transitions as having important roles in tran-
scription.[28] The likely ability of most proteins to undergo 
phase separation[29] and the presence of a crowded environ-
ment in the nucleus (including the presence of 30–50% chro-
matin) to facilitate phase separation[30–32] support these 
phenomena. However, there are caveats. 

Robust data exist to demonstrate that nuclear organelles 
are formed by proteins in a phase-separated state. Many 
proteins have also been shown to undergo LLPS in vitro, but 
it is much more difficult to confirm LLPS in vivo when such 
states are small and probably transient, and observations of 
LLPS may be exacerbated because experiments that artificially 
increase target protein concentrations could artificially induce 
LLPS.[33–35] Furthermore, not all multivalent networks of 
interactions are associated with LLPS. Multivalent proteins 
and nucleic acids can form stable scaffolds (formed through 
non-exchangeable interactions, which may take part in 
larger structures) or networks of exchangeable contacts 
such as gels that occur in the absence of phase separa-
tion[34,36] (Fig. 4). Some refer to the latter as ‘hubs’ or 
‘dynamic hubs’ (e.g.[37,38]), whereas others use the same 
terms to describe phenomena without implying mecha-
nism.[34] Note that size is not a good discriminator of hubs 
versus condensates.[38] In many cases, both forms of dynamic 
multivalent networks are reasonable models for observable 
events in transcription[34,37] (Box 1). 

Box 1. Characteristics of phase separation 

Liquid–liquid phase separation (LLPS) involving proteins and/or nucleic acids refers to the segregation of one or more of these biopolymers 
into a concentrated liquid phase and a dilute surrounding phase, and distinct separate liquid states exist inside and outside the condensate; 
surface tension causes these to form a spherical or droplet state that can undergo fusion with droplets of the same type. LLPS is triggered 
by the formation of networks of multivalent interactions and segregation occurs only when a threshold concentration of biopolymers is 
reached (see reviews by Alberti et al.[ 33], Shin and Brangwynne[ 92], Banani et al.[ 93]). Whether a solution undergoes LLPS depends not only 
on the concentration but also on environmental conditions such as temperature, buffers and pH, co-solutes and crowding (i.e. the volume 
excluded by other macromolecules). 

Biological condensates appear to have very different properties, such as differences in liquidity (noting that some condensates change 
over time to become more gel-like, including forming fibrils), sensitivity to hexanediols and whether they exclude other biomolecules, and 
can vary considerably in terms of size.[ 38] This is in line with proteins and nucleic acids having different spacing and sequences of binding 
sites and spacers giving different physical and chemical properties (e.g. ref. [ 36]). 

The key functional features of LLPS that distinguish it from other multivalent networks appear to be depletion of segregated biopolymer 
outside the condensate, and separation of liquid states inside and outside the condensate. The latter can result in a lowering of the 
dielectric constant and modification of water activity, which can enhance electrostatic effects, weaken hydrophobic forces and modulate 
enzyme activity.[ 94] The concentration effect and concentration dependence of LLPS is also a property of gels, albeit at lower biopolymer 
concentrations (e.g. ref. [ 36]), so formation of high-concentration foci of enhanced binding and activity is not unique to LLPS states. Some 
increases of binding affinity and modulation of the dielectric constant and water activity can be brought about by crowding in the absence of 
phase separation.[ 95, 96]   
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Simulations of LLPS often invoke the ‘stickers-and- 
spacers’ lattice-based model from associative polymer the-
ory, in which multivalent proteins are represented as hetero-
polymers comprising stickers (LLPS-binding motifs) and 
spacers (regions in between stickers).[39] Such simulations 
can be used to predict phase behaviour and allow the model-
ling of complex systems, leading to the proposal that some 
proteins form scaffolds that drive LLPS, while other proteins 
can take part in LLPS only after it has been established 
(clients).[40] 

In the next sections, we review some of the many recent 
investigations in transcriptional activation where LLPS of 
proteins has been implicated. In most cases, evidence is 
provided for in vitro phase separation and in vivo cluster-
ing/puncta formation, often with other experiments support-
ing phase separation (such as liquid behaviour/or disruption 
by 1,6-hexanediol). However, in most cases, physiologically 
relevant LLPS has not yet been unequivocally demonstrated, 
and it is therefore difficult to attribute roles as drivers or 
clients of LLPS. Further technological development will be 
required to make detailed studies of these systems, as current 
experimental techniques cannot directly observe all conden-
sates with the required level of detail. 

Genome organisation 

LLPS could contribute to chromatin organisation and overall 
genome structure by a range of different mechanisms, 
including facilitating the formation of compartments of het-
erochromatin and generating functional nuclear compart-
ments for targeted activation of gene expression (reviewed 
by Kantidze and Razin[41]). The aliphatic alcohol 1,6- 
hexanediol inhibits weak hydrophobic interactions and can 
disrupt some condensates in vitro and in vivo.[42] Ulianov 

et al. recently used super-resolution microscopy analysis and 
3C techniques to demonstrate that the addition of 1,6- 
hexanediol to cells (under controlled exposure conditions 
to avoid disruption of membranes) was able to disrupt 
genome structure.[43] These cells were able to partially 
recover on removal of the 1,6-hexanediol. This suggests a 
significant role of LLPS in maintaining genome organisation. 
However, 1,6-hexanediol in cells has been reported to drive 
chromatin condensation in a manner independent of its 
ability to dissolve hydrophobic condensates,[44] so it 
remains unclear to what extent LLPS plays a role in overall 
genome organisation. Further, the mechanism of action of 
1,6-hexanediol in cells should be more closely investigated, 
and interpretation of in vivo data reliant on this technique 
should be taken with caution until further investigations can 
be carried out. 

CCCT-binding protein, CTCF 

CTCF, together with condensin (a multiprotein complex that 
mediates cohesion between replicated sister chromatids in 
chromosome segregation in dividing cells) plays multiple 
roles in transcriptional regulation including defining TAD 
boundaries, insulating promoters/enhancers, loop extrusion 
and regulation of genome structure.[45–47] CTCF forms LLPS- 
like clusters in cells,[48–50] which in one study was shown to 
be dependent on interaction with RYBP (RING1 and YY1- 
binding protein), a largely disordered and self-associating 
polycomb protein.[51] Polycomb proteins typically modify 
histones (and other proteins) to silence target genes; how-
ever, these two proteins co-localise to puncta in embryonic 
stem cells associated with strongly transcriptionally active 
genes. CTCF was also shown to form co-clusters with Pol II in 
which CTCF appeared to play an important scaffolding role 
in generating multiprotein transcriptionally active clusters or 
condensates.[50] In that study, the presence of CTCF in clus-
ters was insensitive to 1,6-hexanediol, but Pol II clusters 
were sensitive to and reliant on the presence of CTCF. 
These studies imply a role of CTCF clustering in gene activa-
tion, but it is not clear if RYBP is also involved in those Pol II 
clusters. Indeed, this study and many others focus on 
co-clustering of pairs of proteins, but it is possible that larger 
networks may be involved in vivo that modulate clustering 
and activity. Without being able to clearly see this broader 
context, our understanding of these systems remains limited. 

RNA polymerase II 

Pol II first forms a pre-initiation complex, and thereafter 
initiates transcription (promoter escape) and generates the 
mRNA transcript through elongation.[52] The C-terminal 
domain (CTD) of the large subunit (Rbp1) of Pol II is a 
low-complexity domain required for production of a variety 

Multivalent networks with
no phase transition

Multivalent networks with
phase transition

Fig. 4. Multivalent interaction networks. Multivalent networks 
involving proteins and/or nucleic acids can form dynamic hubs or 
gels that do not involve phase separation but can also lead to phase 
separation that depletes the surrounding environment of compo-
nents of the dense phase. In this schematic green and grey lines 
represent elongated polymers (nucleic acids or disordered proteins), 
purple, pink and yellow shapes represent specific TFs. Light green 
indicates average concentrations and dark green is a concentrated 
liquid phase or droplet. Note the depleted (white) zone srrounding 
the droplet.   

www.publish.csiro.au/ch                                                                                                             Australian Journal of Chemistry 

355 

https://www.publish.csiro.au/ch


of transcripts,[53] and is at least partially responsible for full- 
length Pol II clustering and in vitro phase separation.[54] The 
CTD itself can undergo LLPS in vitro,[54,55] both alone and 
when interacting with a low-complexity domain from 
TAF15 (TATA-box binding protein associated factor 15; a 
component of the basal transcription factor IID (TFIID) 
complex).[54,55] Phosphorylation of the CTD has been 
shown to disrupt binding and prevent phase separation. 
Bacterial RNA polymerase (RNAP) also forms dynamic 
LLPS-like clusters in vivo, suggesting that it is an intrinsic 
property of RNA polymerases.[56] 

The CTD comprises multiple heptapeptide (YSPTSPS) 
repeats, the number of which varies across species (from 
26 repeats in yeast to 52 in humans). The number of hepta-
peptide repeats present in the CTD influences the stability of 
condensates formed by the domain; lower numbers of 
repeats result in less stable condensates in vitro and less 
association with chromatin in cells.[54] All residues in the 
CTD heptapeptide repeats are post-translationally modified 
in a cyclical fashion, which has regulatory and mechanistic 
consequences both for basal transcription and transcription- 
associated processes, including the recruitment of many 
different regulatory proteins.[53] For example, CTD in its 
unmodified form binds Mediator in the initiation stage, 
followed by phosphorylation by CDK7 (cyclin dependent 
kinase 7) in TFIIH to allow promoter escape; then, hyper-
phosphorylation by p-TEFb (positive transcription elonga-
tion factor b) enables transcriptional elongation.[53] p-TEFb 
is made up of CDK9 and Cyclin T1. A low-complexity 
histidine-rich domain in Cyclin T1 can undergo LLPS 
in vivo, and can form puncta in vitro with colocalisation of 
the CTD.[57] CTD phosphorylation by CDK7 enhances the 
colocalisation effect, but subsequent hyperphosphorylation 
by CDK9 (cyclin dependent kinase 9) causes the puncta to 
dissipate. The various CTD-associated clusters have different 
properties, with a CTD-only non-phosphorylated state being 
sensitive to hexanediols whereas the CDK7-phosphorylated 
state is more resistant.[54,57] Thus, the CTD may form differ-
ent phase-separated states regulated by phosphorylation 
(which in turn enables binding to different partners) 
throughout successive stages of transcription. This is a 
good example of the complex interplay between LLPS, 
post-translational modification and protein–protein interac-
tion and how these mechanisms combine to precisely regu-
late transcription. 

Mediator 

Mediator is a eukaryotic multi-subunit transcriptional com-
plex that links Pol II to activating TFs on chromatin.[58,59] It 
is characterised by the ability to interact with many regula-
tory factors, high levels of intrinsic disorder and conforma-
tional flexibility, and forms LLPS-like clusters in vivo.[59] 

Many TFs that colocalise with Mediator in vivo can phase- 

separate in vitro with mammalian Mediator, or components 
thereof, via their intrinsically disordered activation domains, 
suggesting a common mechanism for TF activation 
domains.[60] Residues required for phase separation were 
also necessary for gene activation.[60] Activation domains 
from the yeast transcription factors GAL4 (Regulatory pro-
tein GAL4) and GCN4 (General Control Nondepressible pro-
tein 4) form dynamic or fuzzy complexes with the yeast 
homologue of Med15 (a Mediator subunit[61]). 

Mediator has been observed to form condensates or clus-
ters with Pol II both in vivo and in cells (for example, refs 
[50,62,63]). These clusters are likely associated with chro-
matin and facilitate transcription. Hypophosphorylated CTD 
colocalises with Mediator in vivo but hyperphosphorylated 
CTD does not,[62] supporting the model of differently phos-
phorylated states of Pol II making different networks of 
interactions throughout its activity cycle. 

Super-enhancers 

Large clusters of enhancers, referred to as super-enhancers, 
control the transcription of genes with prominent roles in cell- 
type specific processes.[64,65] Some of these assemblies were 
previously referred to as transcriptional factories.[66] They are 
formed through networks of interactions between chromatin 
and TFs.[67] ChIP-seq (chromatin immunoprecipitation with 
sequencing) data indicate the presence of Mediator and hypo-
phosphorylated Pol II at super-enhancers, suggesting that they 
are setting up the local environment for transcriptional initia-
tion.[62] Characterising super-enhancers has been difficult 
because of their complex and transient nature. However, 
there are now several databases that catalogue where super- 
enhancers occur in the genome and their functions.[68–70] The 
identities of the protein components of super-enhancers 
remain poorly described owing to technical limitations. 
Several candidate TFs have been implicated in phase separa-
tion at super-enhancers, including BRD4 (Bromodomain- 
containing protein 4).[71] 

BRD4 

BET (bromodomain and extra-terminal domain, ET) TFs are 
epigenetic readers that bind to acetylated lysine residues in 
histones and other TFs and recruit transcriptional regula-
tors.[72] BRD4 is a broadly expressed BET protein with two 
isoforms, the longer of which contains a low-complexity CTD 
(LCD). It regulates the transcription of numerous genes, par-
ticularly at super-enhancers.[73] BRD4 interacts with compo-
nents of Mediator, as well as p-TEFb.[73–75] BRD4 can phase- 
separate in vitro and colocalises with MED1 from Mediator, as 
well as localising to H3K27 acetylation sites on chromatin 
(which are linked to transcriptionally active regions), and 
binding DNA directly.[76] Although phase separation can be 
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mediated by the LCD,[71] a short isoform of BRD4 that lacks 
the LCD also drives cluster formation in vivo.[76,77] Both 
inhibition of BRD4 to block binding to acetyllysine residues 
and pharmacological degradation have been shown to inhibit 
transcription, phase separation and clustering of Mediator 
while maintaining promoter–enhancer contacts.[63,78,79] 

Although BDR4 is generally considered to be a transcriptional 
activator,[80–82] it can also act as a repressor through the 
recruitment of the repressive NuRD (Nucleosome remodelling 
and deacetylase) complex,[83] highlighting that many tran-
scriptional regulators can either activate or repress transcrip-
tion depending on their binding partners. 

Nucleic acids 

Although proteins have probably been the major focus of 
recent research in LLPS, nucleic acids also play a key role. 
Initial studies found that RNA binding partners could be 
drivers of protein-based LLPS.[84] It was later shown that 
DNA could play a similar role, and that the sequence of the 
DNA can influence the likelihood of LLPS occurring.[85–87] 

The multivalent nature of many protein:DNA complexes 
provides the opportunity to form networks of interactions 
within the nucleus, adding an additional layer of complexity 
in the regulatory landscape. 

Multivalent dynamic networks and LLPS in 
transcription 

Overall, it is clear that many proteins that are involved with 
transcription can undergo LLPS in vitro and form clusters or 
puncta in vivo. In many cases, it is the formation of local high 
protein concentration clusters that explains experimental 
data. LLPS may be involved but does not necessarily provide 
a clear mechanistic advantage over other forms of multiva-
lent network formation.[34] For example, a simplified model 
that accounts for high levels of transcriptional activity 
appears to capture the multivalent networks of interactions 
at these sites rather than other properties of phase separa-
tion.[88] Given the links between multivalent interactions, 
crowding and sensitivity to concentrations, phase separation 
could be a consequence of, rather than a driving force for, 
clustering in many cases – particularly when considering 
small transient multivalent networks. Higher-resolution 
techniques for investigating these events in vitro, along 
with simulation and mutagenic experiments to specifically 
modify phase separation while maintaining key networks 
(or vice versa) may help to resolve these possibilities. 

The formation of compartments in the nucleus through 
phase separation should make it easier for TFs to find their 
target sites if they are in the desired compartments. 
Separating highly condensed heterochromatin from accessi-
ble euchromatin means that most TFs will not be searching 

unproductively through heterochromatin, increasing the effi-
ciency of their action. Regardless of the possible involvement 
of phase separation, multiple TFs binding at enhancers and 
promoters would synergistically recruit Mediator to those 
sites via their activation domains – note that Mediator pos-
sesses many different subunits that individually bind differ-
ent TFs.[89,90] The ability of Mediator to interact with 
multiple different TFs via their activation domains suggests 
that it could act as a scaffold to drive LLPS. Simultaneously, 
the formation of condensates with gene-specific TFs could 
exclude other TFs from taking part in transcriptional activa-
tion complexes. 

Palacio and Taatjes argue that both condensate and hub 
models associated with Pol II are likely simultaneously in 
play during Pol II transcription.[37] As domains of Pol II 
cycle through different phosphorylated states, phase separa-
tion could help to modulate the activity of kinases and 
phosphatases to enable very rapid changes (Box 1). Phase 
separation to deplete surrounding regions of Pol II or other 
essential factors could partly account for transcriptional 
bursting – the phenomenon of non-stochastic gene expres-
sion where genes show short periods of active gene expres-
sion followed by variable periods of inactivity (reviewed in 
ref. [91]). Burst size and duration are proposed to be pre-
dominantly limited by the stability of initiation complexes 
and activators to help regulate the short-term occupancy of 
Pol II at active gene promoters;[91] stability regulated by 
post-translational modification or local depletion of sub-
strates within condensates could trigger dissociation. 

Conclusions 

Transcriptional activation has many layers, but fundamen-
tally, it involves multiple gene-specific TFs binding to pro-
moters and enhancers inside areas of euchromatin that are 
primed for activity and separated from parts of the genome 
that are not. Combinatorial binding often includes interac-
tions between TFs to increase binding affinity and specificity 
at target sites, and many of these factors come with other 
partners, such as chromatin remodellers, to make conditions 
even more favourable for transcription. These factors recruit 
the basal transcription machinery, probably predominantly 
through interactions with Mediator, which in turn brings Pol 
II and the basal TFs to promoter sites to initiate transcription 
and facilitate elongation in small bursts of activity before 
moving to other genes. All these steps rely on a combination 
of multiprotein and nucleic acid complexes, which lie on a 
spectrum of very stable to very dynamic networks of rapidly 
exchangeable components. The varying stability of these 
interactions provides an additional layer of precise regula-
tion to gene expression. Hopefully, technological advances 
will soon resolve some of the current controversies about the 
underlying mechanisms of small transient multivalent net-
works, but at this stage, while acknowledging that many of 
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them may be truly phase-separating, it is worth being aware 
of alternative models and that many aspects of the alterna-
tive models, such as multivalency, crowding and concentra-
tion dependence, are interrelated. 
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