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Summary 

A new procedure is developed for the numerical solution of the equation 

with D and K single'valued functions of 6 and the conditions 6=6n, t=O, x>O; 6=60 , 

x = 0, t:> O. Difficulties inherent in the one method previously suggested are avoided, the 
problem being reduced to one of solving a set of ordinary differential equations. 

The solution is found in a form implicit in 6 and t, with x expressed as a power 
series in t! with the" coefficients" functions of 6 obtained as the solution of the ordinary 
equations. For problems of interest to the author this series converges rapidly, so 
that solution of only the first few ordinary equations is needed. A simple and rapid 
numerical process is given for solving these equations. 

The truncation error of this process is studied empirically and the convergence 
of the power series in tll examined briefly, 

1. INTRODUCTION 

This paper 'describes a method for the numerical solution of the equation 

subject to the conditions 

t=o, 
x=O, 

x>o, } 
t;>O. 

D and K are both single-valued functions of e. 

( 1.1) 

. . . . . . . . . . . . .. (1.2) 

Equation (1.1) is a generalized form of the Fokker-Planck equation and 
is relevant, for example, to diffusion phenomena modified by an external force 
field (Ohandrasekhar 1943). In particular, the equation describes the vertical 
isothermal movement of a liquid and its vapour in a homogeneous stable porous 
medium under the potential gradient arising from capillarity and gravity (Klute 
1952; Philip 1955b). Solutions of (1.1) by the present method are applied 
to the microhydrological problem of infiltration in a series of papers to be 
published elsewhere (Philip 1957). These solutions agree with experiment and 
provide important improvements in the understanding of this phenomenon. 
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Klute (1952) suggested that a method developed by Crank and Nicholson 
(1947) might be adapted to give numerical solutions of (1.1). Essentially, 
these authors replaced derivatives both with respect to x and with respect to t 
by finite difference ratios, and on Q occasions solved P simultaneous equations 
to obtain values of 8 at PQ points of the net formed by P intervals in x and Q 
in t. They also used an improved finite difference form of a28jax2. 

The necessary procedure to solve (1.1) in this way was worked out by the 
author, but it was found that themethod promised to give poor accuracy even 
at the expense of much labour. 

II. PRESENT METHOD 

The present method follows that developed in an earlier paper (Philip 1955a, 
which will be referred to as Part I) in taking 8 as the independent variable. 
The equation 

subject to the conditions 

. . . . . . . . . . . . . . .. (2.1) 

t=o, x'>O, I 
x' =0, t;>0, 5 ........... , (2.2) 

is introduced. Its solution is of the form 

x'=cpt!, .•.•...............• (2.3) 

where cp is a function of 8 only. cp is readily evaluated by the method of Part I. 

Solution (2.3) is used to provide a first estimate of x. A partial D.E. is set up 
in 8, t, and the re~idual error (x-x'). An approximate solution of this equation 
is found by means of an approximation and a substitution suggested by dimen
sional analysis. At the same time a new partial D.E. is found which specifies 
the new residual error exactly. The new equation is amenable to the same 
treatment and the process may be repeated with new residual errors as often as 
required to give the necessary accuracy. 

III. INTRODUCTION OF RESIDUAL Y AND ApPROXIMATE RESIDUAL y' 

We use the well-known identity 

to introduce forms of (1.1) and (2.1) with 8 as the independent variable. (Where 
necessary for clarity we employ the symbolism (aajab)c to denote the partial 
derivative of variable a with respect to variable b, with variable c held constant.) 
These are: 

(3.2) 

.................. (3.3) 
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In these equations the derivatives of the left-hand sides are for 6 held constant 
and those of the right-hand sides are for t held constant. For simplicity we 
write a6/ax, a6/ax' for 1/(ax/a6), 1/(ax' /(6). Subtraction ~ves 

-~;==:6[D(~-~,)]-~:, .......... (3.4) 

where 
y=x-x'. 

Now 

where ay/ax is written for (ay/ax)t! so that (3.4) becomes 

ay a (a6 ay) aK at =ae Dax' . ax +as. 

(3.5) 

(3.6) 

(3.7) 

(3.7) is subject to the conditions (3.8), in which Ko, K n are written for the values 
of K at 6=60, 6n• 

f 6
, yd6= r [D~!, . ~!] _ dt+(KO-Kn)t'} 

6n • 0 6-6, • .• (3.8) 

y=O, 6=60, t;>O. 
The first of these conditions (interpreted physically) states that the increase 

in the total amount of diffusing substance in the semi-infinite region due to the 
presence of the external force field i~ equal to the time integral of the increased 
flux entering the region across x=o less the integrated flux leaving the region 
at infinity. The second condition follows directly from the second of each 
of conditions (1.2) and (2.2), provided x is a single-valued function of 6, a 
condition fulfilled in the present problem. 

We now introduce the approximation 

ay/ax=ay/ax' .................. (3.9) 

into (3.7), which then becomes 

'Oy' '0 [ (a6)2 ay'] aK at = '08 D ax' . ae + a6- . .. ........ (3.10) 

y' is now written for y since the use of approximation (3.9) implies that 
(3.10) cannot give y exactly. (3.10) is subject to a modified form of (3.8): 

fOO y'd6=ft [D(~!,)" . ~] _ dt+(Ko-Kn)t'} 
6n , 0 6-6, . 

y'=O, 6=eo, t;>O. 
Using (2.3), we rewrite (3.10) as 

ay' 1 '0 ('OY') aK 
at =i as P ae- +ae' 

.. (3.11) 

(3.12) 
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where P is the function of 6 given by 

P=D(d6/d(jl)2. . ............... (3.13) 

It will be recalled that (jl is a known function of 6, found by applying the 
method of Part I to (2.1) subject to (2.2). P is thus also a known function. 

The substitution suggested by dimensional analysis 

(3.14) 

where X is a function of 6 only, eliminates t from conditions (3.11), so that 
{3.Q) has a solution of this type which may be presumed unique. (3.14) 
thus enables (3.12) subject to (3.11) to be reduced to 

x=A(p~)+:, ....... ~ ........ (3.15) 

subject to the conditions 

Integration gives a form suitable for numerical solution 

f6 Xd6=PdX/d6 +(K -Kn), 
6n 

(3.17) 

;subject to the condition 
6=6o, X=O. .. .................. (3.18) 

Details of the numerical solution of (3.17) subject to (3.18) are given in 
Section VI. For the present we assume that X and therefore y' have been 
-evaluated and proceed to consider further improvement of the solution. 

IV. THE SECOND ApPROXIMATION 

Subtraction of (3.10) from (3.7) gives 

............ (4.1) 

where the new residual Z is given by 

z=y-y' . .......... : ................ (4.2) 
Since 

(4.3) 

< 4.1) becomes 

OZ =i[D06 (OZ _ oy . Oy')] .. .. .... (4.4) at 06 ox' ox ox ox' .' 
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In these equations oy'jox', ozjox are written for (oy'jox')n (ozjox)t. (4.4) is 
subject to the conditions 

J:: ZdO=J:rD~!'(~~~' ~;:)]e=eodt,}. 
0=00' z=O, t;>O. 

. . .. (4.5) 

If the approximations 

ozjox=iJzjox'; oyjox=oy'jox' .......... (4.6) 

are put into (4.4), the result is 

oz' 0 [ 00 f oz' (OY') 2}] 
ot =00 DOX'(OX'- ox' , . . . . . . . . . . .. (4.7) 

in which z' is written for z, since the use of approximations (4.6) implies that 
(4.7) cannot give z exactly. The modified conditions are 

.... (4.8) 

Now, introducing ((), X, and P, we may rewrite (4.7) 

oz' 0 [P oz' ] 
Ft=oO t 00 -Q# , (4.9) 

where 

dO(dX)2 Q(O)=Dd ({) d({) ................... (4.10) 

It will be noted that Q, a function of 0, is simply evaluated once (() and X are 
known. 

In the same way as (3.14) enabled the solution of (3.10) to be found, the 
substitution 

~=Z't-3/2 ...................... (4.11) 

allows (4.9) to be reduced to the ordinary equation 

3 d [d~ ] 2~=dO PdO-Q . .. ............ (4.12) 

Integrating (4.12) and using (4.11) in (4.8) leads to a form suitable for 
numerical solution 

{J6 ~dO=Pd~jdO-Q, .............. (4.13) 
en 

subject to the condition 
( 4.14) 

c 
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Details of the numerical solution of (4.13) subject to (4.14) are given in 
Section VI. For the present we shall assume that tjI, and therefore z', have 
been evaluated. 

V. HIGHER ApPROXIMATIONS 

. Provided the procedure developed above is convergent, its continued 
application will enable x to be evaluated to any desired degree of accuracy. 
For example, the next step is to introduce the residual 

w=z-z'. (5.1) 

Then, if w' is the approximation to wand the substitution 

CiJ=w't-2 .................... (5.2) 

is employed, we obtain the equation 

2fe CiJd6=PdCiJ/d6-R, 
en 

(5.3) 

where 

R(6)=D d6 . dX[2dtjl _(dX)2] =Q[2dtjl _ dZ:]. (54) 
dcp dcp dcp dcp dX dcp .. . 

(5.3) is subject to the condition 

CiJ=o, (5.5) 

and like (3.17) and (4.13) will be found to lend itself readily to numerical 
solution. See Section VI for details of this. 

Continuing to repeat this procedure gives the series 

x=x' +y' +z' +w' + ... + ... +Um(6,t) +. 
which may be written 

.. , .. (5.6) 

x=cptl+Xt+tjlt3/2+CiJt2+ . .. +fm(6)tm/2+. (5.7) 

f m(6) is given by 

tmfe fmd6=Pd~(fm)-Rm' ............ (5.8) 
en 

subject to the condition 
6=6o, fm=O. .. ............ (5.9) 

Rm is a function of 6 which may be determined from D, cp, X, tjI, CiJ, ... , .. . ,fm-l' 

It will be noted that an alternative procedure for obtaining the solution of 
(1.1) subject to (1.2) is to assume its existence in the form (5.7). Then, if 
(5.7) is substituted in (3.2) and successive powers of tl equated, equation (2.6) 
of Part I and equations (3.15), (4.12), (5.3), (5.8) .of the present paper are 
found, all subject to the appropriate conditions. This is a much more direct 
method of securing the equations, but is open to the objection that there seems 
to be no a priori reason for assuming the form (5.7). 

Before considering numerical examples and the convergence of (5.7), it is 
desirable tq treat the numerical methods of obtaining X, tjI, CiJ, etc. 
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VI. NUMERICAL SOLUTION OF EQUATIONS (3.15), (4.12), (5.3), (5.8) 

The procedure developed for computing these functions has some affinities 
with the method of Part I. Here again the finite difference equations and 
organization of the computations are simple, and an analytical solution is used 
to avoid difficulty close to 6=6n. In the present method, however, the linear 
form of the finite difference equations enables the result to be obtained directly, 
rather than by the process of trial and iterative improvement usual in the 
solution of equatioris subject to two-point boundary conditions. 

It will be noticed that equations (3.15), (4.12); (5.3), (5.8) and their: 
conditions may all be written in the form 

J6 fd6=(Xdf/d6-~, .............. (6.1Y 
6n 

subject to 
6=60 , f=O. .. .............. (6.2) 

(X and ~ are known functions of 6. 

We proceed to discuss the numerical solution of (6.1) subject to (6.2), 
realizing that the procedure for this general case may be applied to anyone of 
the above equations by substituting the appropriate functions for (x, ~,f. Oertain 
matters arising in the computation of the coefficients of these equations are 
discussed in Section VII. 

Let the interval 60 to 6n be divided into n equal steps ~6. 
Let 

(6.3) 

and let the suffix r appended to a quantity denote its value at 6 = 6r • 

Replacing the f(6) curve by the polygon with (6r,fr) as vertices produces 
the finite difference approximation 

We also use the approximation 

(6.5) 
where 

.......... (6.6) 

Putting (6.4) and (6.5) in (6.1) for 6=6rH gives 

J6
r fd6-i(fr+l+3fr) . !~6=(iXrH/~6)(fr-fr+l)-~rH' .. (6.7) 

6n 

which may be written 
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where 

Also, the polygonal approximation to the f(fJ) curve gives 

IrH=Ir-t-fr· 

It is convenient to introduce the quantity In' defined by 

In=In-t-tJn. 

The polygonal approximation requires that In=O. 

(6.9) 

(6.10) 

(6.11) 

Now the linear form of (6.8) and (6.10) implies that the values of fr 
(r=l to n), 1'r' obtained by assuming a value of Lit, l' h and alternately using 
1(6.8) and (6.10), are linear functions of 1'1. l' n' the value arrived at for In' 
is also a linear function of 1'1. Thus the required solution may be obtained 
.exactly (i.e. subject only to truncation errors) by evaluating the sets of f- and 1-
values corresponding to any two assumed values of 11 and then interpolating 
,(or extrapolating) linearly to In=O. 

An equivalent procedure involving less computation has been used by the 
;author and is described below. 

(i) Tabulate fXrH/(afJ)2-l} and (~rH/afJ) from the known IX and ~ 
Junctions. 

(ti) Taking the initial values 11=0, fo=O, alternately apply (6.8) and 
1(6.10) to evaluate a set of f-values and finally In. Denote these values by 
i'r,I'n· 

(iii) Repeat the procedure with 11= -1 and fo=O, but this time disregard 
the tabulated values of ~rH/afJ and proceed as if this quantity were always 
zero. Denote the new f- and 1- values by 1"r ,I" n. 

(iv) Then the true values of It andfr are given by (6.12) and (6.13): 

11=1' nlI" n' .................... (6.12) 

fr=1'r-I1·1"r . .................. (6.13) 

(v) The computation may be checked for numerical errors by feeding the 
value of L~ from (6.12) into the procedure of (ti). f's evaluated in this way 
should equal those given by (6.13), and In should be zero. 

VII. COMPU'I'ATION OF Pr+h QrH, ETC. ESPECIALLY NEAR fJ=fJ n 

In applying the method of Section VI to equations (3.15), (4.12), (5.3), 
~5.8) it is necessary to compute the relevant quantities ~r+h ~rH. Certain 
jloints ,arising in this connexion seem worthy of mention. 

Oomputation of PrH. For (3.15), IX=P. Now from (3.13) and (6.6) 

f9r 
PrH=(l/afJ) D(dfJ/dcp)2dfJ ............. (7.1) 

9r+1 
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PrH/(~0)2 is then simply computed from the appr()ximation 

...... , ............... (7.2) 

except for r=n-1. Since rpn is infinite, (7.2) would give Pn-l=O. It IS 

preferable to use the analytical solution (equation (4.3) of Part I), 

which leads to 

where 

B 1 erfc y3x 
(x) = y3n (erfc X)3 • 

(7.5) 

The asymptotic expansion (large x) of B(x) is given in (7.6) 

x 2S 4(1)2 11(1)4 11(1)6 249(1)8 } B(x)=S(1+3 X -12 X +36 X -16 X + .... .. (7.6) 

It will be found frequently that B is more simply and accurately computed 
from (7.6) than by the use of the tables of erf x commonly available. 

Oomputation of QrH' For (4.12), (3=2Q/3. .A simple approximation 
follows from (4.1 0) 

(7.7) fails for r=n-1, since rpn is infinite. However, since Xn is finite, we 
may write 

(7.8) 

We may now use in (7.8) the value of (:0) available from (7.3) 
rp n-l . 

(dO) ~O exp [ -rp~-t/4.Dn-!] d =- ! . .. .... (7.9) 
rp n-! (nDn_t)i erfc [rpn-l/2Dn-t] 

. It will be noted that, since (dO/drp)n=O and (dX/dO)n is finite, Qn=O. R n, and 
apparently all (Rm)n" are also zero. 

In computing R n- h and apparently all (Rm)n-h difficulty due to the 
proximity to On may be avoided by employing (7.9). 
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V]JI. .A NUMERICAL EXAMPLE 

The accuracy and rate of convergence of the processes developed here 
nave been studied empirically by applying them to problems of liquid movement 
in porous media with known D and K functions. In addition, a control solution 
has been carried out for one (necessarily simple) problem for which an analytical 
:solution was obtained also. Details of the latter problem (Example 1) follow. 

Example 1 
Solve (1.1) subject to (1.2) for D constant and aK/aS=p=constant. It 

is convenient to introduce the dimensionless quantities: 

c=(S-Sn)/(SO-Sn); T=p2t/D; ~=px/D. . ..... (8.1) 

c_ 

Fig. 1.-tp-, X-, and Iji-curves for Example 1. 

Then, for Example 1, (1.1) becomes 

ac/aT=a2c/a~2 -ac/a~, 

and the new conditions are 

c=o, 
0=1, 

T=O, ~>O;} 
~=O, T;;.O. . 

........ ~ , ..... (8.2) 

.............. (8.3) 

It will be of advantage to discuss the problem and its solution in this 
dimensionless form. 

(i) Analytical Solution.-The transformation (8.4) 
u=ce-(~/2-T/4) (8.4) 
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reduces (8.2) to 
(8.5) 

subject to the conditions 

u=O, T=O, 

u=eT I,4, ~=O, 
~>O; } ............ (8.6) 
T;;;.O. 

o 0'5 
c-

Fig. 2.-Comparison of analytically and numerically computed 
concentration-distance curves for T =0·36, T = 1· 00. Numerical 
computations based on first three terms only of (5.7). Analytical 

points X, numerical polntsO. 

The solution of (8.5) subject to (8.6) is (Oarslaw and Jaeger 1947) 

u=ieT/ 4[e-l;/2 erfc {(~-T)/2T!}+el;/2 erfc {(~+T)/2TI}], (8.7) 

that is 
c=t[erfc {(~-T)/2Ti}+e!; erfc {(~+T)/2Tl}]. (8.8) 

39 
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(ti) Numerical Solution.-For this example 

cp=2 inverfc c. . ............... (8.9) 

This analytical value of cp was used since the present work is intended, not as a 
further check of the method of Part I, but as an examination of the process 
developed for evaluating X, ~, etc. and of the convergence of series (5.7). 

Numerical solutions for X were then carried out for ac=0·05 and ac=O·l, 
the h2-extrapolation of Richardson (1927) being used to estimate truncation 
errors and obtain a final best numerical solution. The computations are simply 
organized in tabular form similar to Table 2 of Part 1. 

The solution for X was then used in evaluating ~, also for ac=o ·05 and 
ac=o·1. The h2-extrapolation was again used. The final solutions for X and ~, 
together with the analytical solution for cp, are shown in Figure 1. 

Figure 2 compares the analytical solution and the numerical solution using 
the first three terms of (5.7) only, for times T=0·36 and T=1·00. In soil 
water problems D and oK/oS are of such order of magnitude that (were they 
constant, which they are not) t would be of order 10 6 sec for T=1. Most 
problems of interest in this connexion deal with phenomena lasting a few hours 
or at most a few days, so that the errors resulting from using only the first 
three terms of (5.7) might be expected to be very much less than the small 
errors revealed in Figure 2. 

IX. ACCURACY OF THE METHOD 

The present discussion of errors excludes those arising in the computation 
of cp, which have been treated in Part 1. It suffices to remark that the employ
ment of two or three iterations combined with the h2-extrapolation provides cp 
to an accuracy adequate for most purposes, and that the order of accuracy 
increases very rapidly with n and the number of iterations. 

The errors which concern us here are of two types: 

(i) truncation errors of the numerical process used to evaluate X, ~, <u, 

etc. ; 
(ti) errors due to incomplete convergence (or even divergence) of series 

(5.7). 
The truncation errors determined for Example 1 are given in (9.1). In 

each case t.,(Itltrunc. is written for the fractional truncation error in It. 

In evaluati.ng X: t.,(Itltrunc. =0 ·13n-2, } 

In evaluatmg ~: A(It ltrunc.=0·08n-2. 
...... (9.1) 

These values are smaller than those found in Part I for the evaluation of cpo 
.As before, these estimates take no account of additional truncation errors 
produced in more general problems by the replacement of continuous D- and K
functions by n-step functions. In any case, use of the h2-extrapolation will 
enable truncation errors to be virtually eliminated. 
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In discussing the convergence of series (5.7) it is convenient to introduce 
the integral form 

f =tif +tf +t3/2 f +t2f + ... + ... +tm12J ... , .. (9.2) 
'" <p x <)i '" 1m 

where the notation f denotes fa, fd8. 
I an 

In numerical examples computed to date (in all of which aKja8 has been 
positive) it has been found that 

f If' < [f If Jm-l. . ........... (9.3) 
1m <P X <P 

If (9.3) is valid, (9.2) may be shown by comparison with the geometric 
series to converge for 

t<[fJ fJ2. .. ................. (9.4) 

On the (dubious) basis of (9.3) the fractional error in s'1: produced by using 

only the . first m terms of (9.2) is given by 

. .. .. . . . . ... (9.5) 

The case of aKja8 negative has not been studied in any detail. In this 
case the solution of (1.1) subject to (1.2) approaches (9.6) in the limit as t --+ 00. 

fa, D 
X=- a K+ad8, ...................... (9.6) 

where a is a constant of integration. When the denominator of the integrand 
of (9.6) is non-zero throughout some range of 8, 80 to 8r (as it is in the immediate 
extension of the present work to the problem of " capillary rise "), lim x is 

t-"'oo 

finite for this range of 8. This result suggests the failure of convergence of 
(5.7) at rather smaller values of t than in·the case of aKja8 positive. 

Supplementary to the present approach, a study has been made of the 
solution in the limit as t--+ 00 (Philip 1957). It has. been found possible to use 
this limit to give good approximate solutions for large t. In consequence, 
failures of series solution (5.7) at large t are unimportant. Oomparison of 
solutions by the two methods suggests that errors in the series solution due to 
incomplete convergence are rather less than (9.5) would indicate. 
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