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Introduction

Almost half of all proteins are predicted to associate with ametal
ion to function, harnessing the reactivity of metal ions for

catalysis or using them to stabilise protein structure to allow
them to carry out essential functions.[1–3] A metal ion cofactor
enhances the catalytic diversity provided by the 20 canonical

amino acids, as the redox states, coordination preferences, and
Lewis acidities of metal ions can facilitate novel reactions.
In accordance with this, enzyme activity and reactivity can be

tuned through the use of different metal ions, scaffold-imposed
ligand coordination, and redox states.[4,5] In this review, we will
primarily discuss the metal-dependent hydrolysis of xenobiotic
compounds (Table 1) where metal ions can act as strong Lewis

acids at neutral pH to generate catalytic nucleophiles, polarise
substrates for nucleophilic attack, and stabilise charges in the
transition state.[6–10] We will also discuss how metal ions allow

reactions with diverse anthropogenic (synthetic) chemicals to
proceed through different mechanisms (Table 2).

There is great diversity in both the nature of metal ion

coordination and associated functions among contemporary
metalloenzymes.[11–13] For example, even enzymes that break
down the same substrates, such as glycerophosphodiesterase

(GpdQ) from Enterobacter aerogenes, and phosphotriesterases
(PTE) (Pseudomonas diminuta Pd-PTE, Sphingobium sp.
TCM1 Sb-PTE, and Agrobacterium radiobacter Ar-PTE) all
break down the pesticide paraoxon, but have different protein

folds and metal ion binding sites (Table 2).[6,7,14,15] Xenobiotic
hydrolysing enzymes have frequently been used to simplify the
study of metalloenzyme evolution, as they represent a known

evolutionary starting point: the introduction of the xenobiotic
chemical into the environment.[16–19] Bacteria in environments
into which synthetic herbicide and pesticide compounds have

been introduced have frequently evolved complex systems to
break them down, as there is a strong selective pressure to have
additional energy sources for survival, particularly in nutrient-

lacking soil.[20] Numerous studies have characterised diverse
bacterial species that can use different xenobiotics as the sole
carbon source.[21–24] Often, consortia of bacteria are required for

the complete breakdown of the compound, as the breakdown
products are frequently more toxic than the unmodified xenobi-
otic.[17,25,26] The most intensively studied example of this is the

well-known evolution of bacteria to break down newly devel-
oped synthetic antibiotics. The evolution can be rapid as there is
extremely strong selective pressure for bacteria in environments
exposed to these xenobiotics that directly target bacterial

survival.[27–29] This provides another advantage to studying
xenobiotic-degrading enzymes as model systems for molecular
evolution: they are frequently under intense selective pressure,

which reduces the amount of neutral variation between
sequences and results in functional changes often occurring in
short timeframes. For instance, the triazine herbicides were

introduced to the environment in the 1950s and bacteria capable
of breaking these compounds down were discovered less
than 50 years later.[30–32] Thus, recently evolved xenobiotic-

degrading enzymes provide excellent model systems to investi-
gate the molecular mechanisms of enzyme evolution, as the
directionality of the evolutionary processes is known, the
selective pressure is easily identified, the evolved protein can

often be traced back to a known ancestral enzyme, and the
selective pressure is frequently intense enough that new func-
tions are established over short time periods.[9,10,33,34]

As metalloenzymes represent such a large proportion of the
proteome,[1–3] investigating the diverse means by which they
catalyse reactions with similar substrates, or how they converge
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on similar reactions using alternative protein scaffolds, coordi-

nation, or metal ions is an important area of research for the
fundamental understanding of biological (and inorganic) catal-
ysis. The study of xenobiotic-degrading metalloenzymes pro-

vides valuable information beyond an improved understanding
of catalysis; by carefully following the evolutionary process,
these enzymes allow us to better understand fundamental
aspects of molecular evolution and how the reactivity of metal

ions in enzymes can be tuned through evolution. The aim of the
present review is to summarise a selection of the molecular
mechanisms by which different metalloenzymes have evolved

to break down anthropogenic chemicals. The subsequent sec-
tions each introduce and discuss molecular mechanisms that
contribute and promote the divergence of metalloenzymes, to

facilitate new catalytic mechanisms for xenobiotic hydrolysis.
The importance of metal ion promiscuity, modification of active
site residues, changes to metal ion coordination, stabilisation of
the unbound state of metalloenzymes, and variability in loop

regions in the evolution of new catalytic activity are all dis-
cussed. This information is useful for applied work on the
specific enzymes discussed, for artificial enzyme design, and

to improve our fundamental understanding of metalloenzymes.

Metal Ion Promiscuity and Metalloenzyme Evolution

The coordination of a metal ion to a protein is mediated bymany
factors: the properties and preferred coordination geometries of

the various metal ions, the metal ion ligands available at the
binding site, the bioavailability of the respective metal ions in
the cell, and the inherent flexibility of protein scaffolds.[35–38]

There is great variation in the amino acid side chains used that

coordinate to metal ions.[39,40] Generally, comparatively ‘hard’
metal ions likemanganese (according to the hard–soft acid–base

scale) will coordinate to oxygen atoms in aspartate, glutamate,

asparagine, and glutamine or on the carbon backbone,[39,41]

whereas more ‘borderline’ metal ions like zinc and cobalt often
coordinate to the nitrogen atoms of histidine or sulfur-containing

cysteine.[39] The first-shell residues that directly coordinate a
metal ion in the active site are stabilised and optimised by second-
shell residues and the entire enzyme scaffold. The importance of
these remote residues has been highlighted by the observation that

mutations in these remote regions can alter the configuration, or
conformational stability, of the binding site, with drastic impact
on the metal ion specificity, affinity, stability, and function of the

enzyme.[39,42–45] The significance of outer residues is demon-
strated in the differing metal ion specificities and reaction
mechanisms observed between the diesterase Rv0805 from

Mycobacterium tuberculosis and the enzyme GpdQ from Enter-

obacter aerogenes despite these having identical first-shell
coordination of the respective metal ions.[46] This also demon-
strates the intrinsic challenge associated with the generation of

biomimetics that match the catalytic properties of their biological
representatives.[47] Owing to this apparent optimised structural
specificity, it has often been assumed that metalloenzymes are

specific for the metal ion they are bound to when purified.[48,49]

However, a growing number of metalloenzymes have been
shown to have extensive flexibility in metal ion incorporation,

where several different metal ions can be incorporated in metal-
loenzyme active sites without sacrificing stability or abolishing
activity.[50–52] In fact, the incorporation of alternative metal ions

can often enhance promiscuous activities, as observed in the
metallo-b-lactamase (MbL) superfamily.[53] In a physiologically
relevant context and environment, metal ions are present at var-
iable concentrations. This is one of the reasonswhy bacterial cells

have evolved such complex systems to attempt to maintain metal
ion homeostasis and overcome the challenges associated with
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specifically incorporating different metal ions into different
proteins.[38,50,54,55] The metal ion homeostasis mechanisms used

and resultant bioavailability may differ between different bacte-
rial species,[56–58] which is important to consider, as many of the
genes encoding xenobiotic-hydrolysing proteins are transpos-

able.[59–62] Therefore, there is potential for different bacterial
environments to influence the ratio of metal isoforms produced,
which could promote the evolution of novel metal preferences.

Overall, alternatively metalated enzyme isoforms are a predicted
aspect of bacterial cells that is likely to impact both the survival
and evolvability of the host system.

Flexibility in metal ion cofactor preference allows catalysis to

be tuned to the properties of the metal ion and enables catalysis to
occur in more diverse environments, which is particularly advan-
tageous for xenobiotic-degrading enzymes essential for survival.

A frequent example of metal ion promiscuity is observed in
hydrolases that can incorporate iron or zinc. These metal ions
have different Lewis acidities and pKA values, which enables an

adjustment of catalysis and the optimum pH for activity on
differential metal ion incorporation. In binuclear hydrolases like
PTE derived fromAgrobacterium radiobacter and the previously

mentioned glycerophosphodiesterase (GpdQ) (Table 2), which
catalyse the hydrolysis of PTE pesticides, both Zn2þ�Zn2þ and
mixed Fe2þ�Zn2þ binding sites are commonly observed.[15,63,64]

In PTEs, the more buried Ma site generally displays a higher

affinity for iron, whereas the lower-affinity Mb site generally
favours zinc binding, depending on the environmental concentra-

tion.[15] This flexibility inmetal ion binding enables the utilisation
of both metal ion properties: iron as a stronger Lewis acid better
suited to generate a nucleophile at neutral pH,[15,65] and zinc

better suited for substrate binding with less of a preference for a
symmetrical coordination sphere.[15]

Beyond the benefits of tuning metal ion preference for the

catalysis of xenobiotics, the ability of a metalloenzyme to
function with both Zn–Zn and Fe–Zn active sites could increase
bacterial survival in different conditions. For example, IMP-1
from Pseudomonas aeruginosa, a b-lactamase involved in anti-

biotic resistance,[66] was previously thought to exist only in Zn–
Zn form, potentially owing to experimental artefacts; however,
recent analysis revealed that a heterobinuclear Fe–Zn complex is

produced in the presence of even small amounts of iron.[67] This
could create an evolutionary advantage in environments with
limited zinc bioavailability and varying pH ranges, as this enzyme

is essential for organism fitness. Zinc is abundant in the environ-
ment, but it is restricted to very low bioavailable concentrations in
the cell;[50] however, in varying pH and redox environments,

redox-sensitive iron is more likely to exhibit changes in bioavail-
ability.[68,69] Therefore, the ability to use both iron and zinc is of
evolutionary advantage in environments that can exhibit variation
in relative bioavailability of both metal ions in response to

Table 1. Bacterially derived metallohydrolases that catalyse reactions with xenobiotics (arrows indicate the scissile bond cleaved by the respective

enzymes)

Substrate class Representative xenobiotic substrate Representative enzymes Native metalation Proposed ancestors

Phosphotriester

(pesticides and

nerve agents)

Paraoxon

O O

O NO2
O

P

ECA number 3.1.8.1 Phosphotriesterases

(PTE)[74] Glycerophosphodiesterase

(GpdQ)[63]

Zn–Zn[74]

Fe–Zn[63]
Lactonases (PTE)[33]

Triazine

(herbicide)

Triazine

CI

N N

NN
H

N
H

EC number 3.8.1.8, Triazine hydrolase

(TrzN),[9,177] Atrazine chlorohydroase

(AtzA)[32,88]

Zn[9]

Fe[88]
Deaminases[9,34]

Thiocarbamate

(herbicide)

Molinate

O

N S

EC number 3.5.1, Molinate hydrolase (MolA)[10] Zn[10] Dipeptidases[10]

Phenylurea

(herbicide)

Diuron

O

N N

CI

CI
H

EC number 3.5.1, Phenylurea hydolases (PuhA

and PuhB)[93]
Zn[93] Dipeptidases[10]

Beta-lactam

(antibiotic)

Benzylpenicillin

H
N

O

O
N

S

O
OH

EC number 3.5.2.6, Imipenemase (IMP)[48]

Verona integron-encoded

metallo-b-lactamase (VIM),[178]

New Delhi metallo-b-lactamase (NDM)[179]

Zn–Zn[48]

Fe–Zn[67]
Lactamase[180]

AEnzyme Commission.
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different factors. A similar conclusion has been drawn for the
organophosphate-degrading enzyme GpdQ, where its promis-
cuity for different metal ions and substrates means it can easily

adapt to changes in environmental conditions, increasing the odds
of survival of its host cell.[70] Finally, the alternative metal
isoforms of PTEs appear to utilise different mechanisms for

hydrolysis.[71] Zn–Zn PTE isoforms appear to utilise a bridging
hydroxide nucleophile (Fig. 1), whereas the Fe–Zn and Co–Co
isoforms generally lead to the production of a bridging product

that is only consistent with a terminally coordinated hydroxyl
nucleophile (Fig. 1).[71–73] The mechanistic flexibility afforded
by the use of alternative metal ions, without the need to alter the
protein scaffold, is an advantageous trait for the evolution of

xenobiotic-degrading enzymes in different environments.

The extent of metalloenzyme cofactor promiscuity is best
represented by the numerous bacterial zinc hydrolases that can
catalyse reactions with comparatively poorly bioavailable metal

ions such as cobalt, nickel, cadmium, and manganese.[74,75] In
different metallohydrolase scaffolds, it has been observed that a
cobalt isoform will often have enhanced activity compared with

the zinc isoform. For example, cobalt-bound PTE has a kcat/Km

value (turnover number/substrate concentration at half maxi-
mum velocity, a second-order rate constant that is commonly

used as a measure of catalytic specificity)[76] that is an order of
magnitude higher with the organophosphate insecticide para-
oxon comparedwith the untreated PTE isoform.[15] This has also
been seen in cobalt-bound molinate hydrolase derived from

Gulosibacter molinativorax ON4T (MolA) where the kcat/Km

Table 2. Metal ion coordination and the different roles metal ions can play in the metal-dependent

mechanisms of select xenobiotic-hydrolysing enzymes

ABinuclear metallohydrolases typically use one metal ion to lower the pKa of a catalytic water molecule, facilitating

the formation of nucleophilic hydroxide to attack the substrate. The second metal ion assists through polarisation of

the substrate, often through coordination at a carbonyl or phosphoryl bond.
BAfter nucleophilic attack, both metal ions can stabilise charges in the transition state.
CIn mononuclear metallohydrolases, the typical role of the sole metal ion is in the generation of the nucleophilic

hydroxide for attack; however, metal-coordinatedwater molecules can also be involved in the protonation of leaving

groups and the stabilisation of charge in the transition state.
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with its herbicide substrate molinate is an order of magnitude
higher when comparedwith the activity of themore likely native
zinc form.[10] It is thought that cobalt might be more efficient
than zinc with ‘softer’ substrates, according to the hard–soft

acid–base scale, because cobalt can reduce non-productive
binding owing to an improved affinity for the substrate.[41,77]

The similar coordination ligand preferences, pKA values, and

atomic radii of cobalt and zinc also mean that they are almost
always easily interchanged in zinc-dependent enzymes.[78]

Cobalt-, cadmium-, manganese-, and nickel-treated PTE can

retain activity with paraoxon, despite the octahedral coordina-
tion spheres that thesemetal ions preferentially adopt, compared
with the tetrahedral or trigonal bipyramidal coordination of zinc

ions, the native ion of PTE.[74,79–81] This flexibility in metal ion
incorporation appears to occur more frequently when the metal
binding site is optimised for fewer interactions, as water mole-
cules can be utilised to replace missing ligands or fulfil addi-

tional coordination positions.[70,80] However, when iron is
replaced by zinc in Geobacillus kaustophilus lactonase and in
GpdQ, the resultant enzymes are inactive.[63,82] A non-optimal

active site arrangement, or the lack of a stronger Lewis acid may
prevent promiscuity in these cases; however, cobalt may still be
incorporated due to the previously mentioned ease with which

cobalt replaces zinc. The flexibility of enzyme scaffolds to
incorporate metal ions that are many orders of magnitude less
frequent in the cell and thus unlikely to be the native metal

illustrates the inherent promiscuity of metal ion preferences in
metalloenzymes. This promiscuitymay have been utilised in the
evolution of contemporary enzymes that preferentially bind and
catalyse reactions with different metal ions, specialising for

different environmental niches.[83–86] To summarise, metal ion

promiscuity is a property that can increase the survivorship of

bacteria through facilitating catalysis in different conditions, in
addition to increasing the evolvability of an enzyme towards
novel xenobiotic functions by enabling the recruitment of

different catalytic properties.

Active Site Changes and Activity Divergence

Although function-changing mutations are often located in loop

regions, changes to catalytic residues within the active site can
occur to facilitate the hydrolysis of xenobiotic compounds.[34] A
clear example of a short evolutionary trajectory to generate a

novel xenobiotic hydrolase is seen in the natural evolution of
atrazine chlorohydrolase (AtzA, Pseudomonas sp. strain ADP)
from the iron hydrolase melamine deaminase (TriA, Pseudo-

monas sp. strain NRRL B-12227).[34,87,88] Only nine amino
acids differ between these two enzymes, yet they cause a
complete divergence of activity from a deaminase (kcat/Km¼
20810M�1 s�1), TriA, with residual dechlorinase activity
(kcat/Km¼ 60M�1 s�1), to a dechlorinase,AtzA (14600M�1 s�1),
with no detectable deaminase activity.[34] To understand the
evolutionary divergence between TriA and AtzA, we must

understand the different leaving group requirements of the
respective substrates (Fig. 2). The herbicide atrazine, which is
hydrolysed by AtzA, has an electron-withdrawing Cl� leaving

group that is stable as an anion (pKa �7), whereas the melamine
substrate, which is hydrolysed by TriA, has an electron-donating
NH2

� leaving group thatwill require protonation for the reaction to

proceed (pKa 34).
[34] These distinct leaving group requirements

demand differences in the catalytic dyad used in leaving group
stabilisation. TriA has an ionisable cysteine residue that can

donate a proton to the NH2
� leaving group, which is stabilised by

an adjacent aspartate that can act as a general acid. In contrast, the
developing negative charge on theCl� leaving group of atrazine is
stabilised by a serine hydroxyl in the transition state, but no proton

transfer is necessary, and the serine residue is stabilised by an
adjacent asparagine residue (Fig. 2). Changing the cysteine and
aspartate observed inTriA to the serine and asparagine observed in

AtzAcompletely changes the activity and reactivity of the enzyme
to match that of AtzA, via the direct modification of active site
residues. The evolution ofAtzA fromTriA is uncommon, asmany

more mutations are usually observed in natural evolutionary
pathways of enzymes towards a novel function, owing to both
neutral drift and also the accumulation of stabilising mutations
to compensate for the frequently destabilising effect of

mutations.[89–91]

H2N

H2N

NH2

N

H

H
OO S

OH

N

N N
H

N
H

N
H

N

H

H
O

AsnAsp Ser

O

OH

N

Cl

N

Cys

(a) (b)

Fig. 2. Mutation of catalytic residues can drastically change the activity

and substrate specificity of metalloenyzmes. In the evolution from TriA

from Pseudomonas sp. strain NRRL B-12227, which hydrolyses deaminase

substrates with NH2
� leaving groups (a) to AtzA from Pseudomonas sp.

strain ADP, which can hydrolyse the herbicide atrazine with a Cl� leaving

group (b), only nine amino acids were changed.Modification of the catalytic

dyad shown is essential for the differing activities.[34]

His

His His

His

OR
P

OH
(H)OH

R�O

O

O O

C

Lys

Co Co

OR�

Asp

His

His His

His

OR
P

OH

R�O

O

O O

C

Lys

Zn Zn

OR�

Asp

(a) (b)

(c) (d)

His90

Asp344
His272

His252
His92

Lys211 His171

His67

Lys206

Asn65

Asp344
His273

His212

His253

Fig. 1. Different metal isoforms of enzymes (a, b), and metal ion

rearrangements (c, d) can result in changes in catalytic activity. The different

metal isoforms of an organophosphate-degrading enzyme (OpdA) from

Agrobacterium radiobacter can result in different mechanisms with phos-

photriester substrates. Cobalt-OpdA (a) uses a terminal hydroxide ion for

nucleophilic attack, whereas zinc-OpdA (b) is proposed to use the bridging

hydroxide. Figure modified from Ely et al.[71] In the evolution from a

proposed carboxypeptidase ancestor, replacement of a crucial histidine

coordinating ligand (c, PDB:3MTW, Caulobacter crescentus CB15) with

asparagine in phenylurea hydrolase (d, PDB:4WHB, Mycobacterium bris-

banense JK1, 26% sequence identity) results in loss of a second metal

binding site and contributes to the change in function.[10]
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Metal Ion Rearrangements Can Initiate
Catalytic Divergence

As previously described, the coordination of metal ions involves
both directly ligating residues and the entire enzyme scaffold to

support this interaction. Therefore, when classifying metalloen-
zyme superfamilies,metal ion coordinationmotifs are often used,
as they are crucial to the structure and a useful metric to separate

large groups of enzymes into functional classes.[11–13,92] Conse-
quently, it is expected that changes in metal ion binding motifs-
classified enzyme superfamilies are frequently associated with

the evolution of new function. This has been shown to be the case
with the molinate (MolA) and phenylurea (PuhB, Mycobac-

terium brisbanense JK1) hydrolases: these herbicide-degrading

enzymes belong to the amidohydrolase superfamily and exhibit
unusualmetal ion coordinationmodes (Table 2, Fig. 1).[10,93] The
classic members of this family, which have evolved for ancient
functions, such as dipeptidases, have binuclear active sites,

commonly with tetrahedral or trigonal bipyramidal coordination
geometries.[94–96] PuhB and MolA bear the closest structural
similarity to binuclear carboxypeptidase enzymes but have lost

one of the metal ion binding sites.[10] Using phylogenetic,
structural, and kinetic analysis, it was shown that, in PuhB and
MolA, the loss of the secondmetal binding site in the evolution of

these herbicide-degrading enzymes facilitated the development
of a completely different catalytic mechanism.[10] Loss of the
second metal binding site through a conserved mutation prevents

the post-translational carboxylation of a lysine residue, as two
metal ions are required to stabilise the carboxylate group in
binuclear enzymes in this superfamily (Fig. 1).[95,97] When the
lysine residue is no longer carboxylated, it is free to coordinate to

a water molecule that has an essential role protonating the elec-
tron-donating leaving groups of the xenobiotic substrates
(Table 1). This protonation is not essential for the dipeptide

substrates of the binuclear carboxypeptidase ancestors. Thus, in
the evolutionary trajectory of themolinate and diuron hydrolases,
rearrangement of themetal ion binding site facilitated a change in

mechanism to enable the catalysis of herbicide compounds with
different catalytic requirements.

Alternative binding modes of catalytic metal ions are known
to occur during catalysis and on substrate binding, and to be

associated with promiscuous activity.[7,98–100] The flexibility of
metal ion coordination in a B1 MbL (Bacillus cereus), through
the variable positioning of metal ion-coordinating ligands on

flexible loop regions and the use of coordination state-flexible
zinc ions, is thought to be crucial for its catalysis of diverse
substrates and antibiotics.[100] Rapid-freeze–quench double–

electron electron resonance spectroscopy was used to analyse
loop movements in the New Delhi metallo-b-lactamase (NDM,
Klebsiella pneumoniae).[101] It was shown that loop movements

occur during catalysis, and it has previously been shown that
there are metal–metal distance changes between resting, inter-
mediate-bound, and product-bound states; it seems possible that
these two factors are linked.[102–104] It is thought that the

flexibility in coordination states observed in MbL enables
hydrolysis with different compounds, but at the cost of efficient
hydrolysis.[100] The promiscuous reactions that different MbLs

catalyse generally have lower kcat, where it is hypothesised that
promiscuous substrates may not be well positioned relative to
the nucleophilic hydroxide for catalysis.[105] Flexibility in metal

ion coordination in MbLs enables catalysis of diverse com-
pounds, albeit at a reduced efficiency, but this promiscuity
would improve survival of host organisms challenged with

new xenobiotic substrates, and provide a starting point for

improvement over generations.
In the lactonase PON1, which can be derived from different

sources,[106,107] the catalytic calcium ion is most frequently

coordinated by three asparagine residues, a glutamate residue,
and an aspartate residue.[99] However, a secondary low-metal-ion-
occupancy binding mode is also possible, where the asparagine
coordinating ligands coordinate to a water molecule absent in the

most commonbindingmode, and exhibit different orientations.[99]

When PON1 was subjected to directed evolution to enhance its
promiscuous paraoxonase activity, the variants had higher metal

ion occupancy in the alternative metal binding site.[99,108] This
alternative binding site, 1.8 Å away from the native site, is
postulated to be the initiator of divergence in activity between

lactonase and paraoxonase enzymes. The mutation of a histidine
residue in the directed evolution of PON1 is thought to change the
calcium ion binding position, optimising the ligating residues for
paraoxon hydrolysis. The catalytic role that the histidine residue

has in activating the nucleophilic water molecule for attack of the
original lactone substrates is also prevented.[99,108] It seems likely
that the switching between native lactonase hydrolysis and pro-

miscuous organophosphate hydrolysis in PON1 is mediated by
use of alternative binding modes.[99] Alternative binding modes
are also observed when metalloenzymes are bound to different

substrates;[98,109,110] optimising the bestmetal ion bindingmode to
accommodate a new xenobiotic substrate may be an evolutionary
strategy used in the evolution of metalloenzymes.

Metal ion coordination changes were also observed in the
directed evolution of a xenobiotic-hydrolysing PTE towards
arylesterase function, where a novel metal site was found after
the last round of evolution.[111] Prior to the final round of

evolution, metal coordination was the same as observed in wild-
type PTE, whereas the enzyme from the eighteenth round exhib-
ited an ensemble of metal coordination modes. One conformer

exhibits the same metal coordination sphere as in the wild type,
with twometal ions bridged bya carboxylated lysine.However, an
alternative conformation has only one metal ion positioned in a

novel site not occupied in the wild-type bindingmode. Changes to
the distance between the two metal ions in PTE have also been
observed in directed evolution experiments; the 0.5-Å increase in
distance is optimal for the hydrolysis of paraoxon.[112] Conforma-

tional dynamics through long-range interactions are a potential
explanation for this change in metal ion positioning,[113] which
may also explain the increase in possible metal ion coordination

modes in the round 18 PTE variant.[111] Changes in the confor-
mational dynamics of metalloenzymes along their evolutionary
trajectories may improve their evolvability through increasing the

number of potential metal coordination modes.
Reorganisation of metal ions in the active site, or solidifying

alternative bindingmodes and associated promiscuous activities

both appear to be important mechanisms of evolution towards
xenobiotic hydrolysis in metalloenzymes. The ability to repur-
pose existing catalytic infrastructure for new or improved
functionality is an efficient strategy from an evolutionary

standpoint, and it may explain the many overlapping catalytic
activities observed in metalloenzyme superfamilies.[105]

Instability of Apo-Enzyme States Influences the
Evolvability of Metalloenzymes

In addition to their catalytic roles within metalloenzymes, metal
ions also often contribute to the stability and the correct folding
of metalloenzymes.[114–117] Metal ions have the potential to
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associate at various stages of the folding pathway: they can

associate with the unfolded protein, with partially folded inter-
mediate states, or with the folded apo-formof the enzyme.[118–121]

It has been shown that the apo-form of a metalloenzyme is more

unstable than the bound form,[122,123] where the addition of native
metal ions increases stability.[75,124] For example, the addition of
cobalt or zinc to carbonic anhydrase refolds the molten globule
state; it has been proposed that metal ions may associate with a

folding intermediate to prevent aggregation pathways for this
enzyme.[119,125] Furthermore, different metal ions have been
shown to contribute differently to the stability of bovine carbonic

anhydrase, highlighting the specificity with which metal ions
contribute to stability and folding pathways.[126] The involvement
of metal ions in protein folding makes the modelling of these

processes more complex, as there can be cooperation between
the coordination landscape and the folding landscape.[127,128] The
binding of a chargedmetal ion can influence folding dynamics via
the deprotonation of amino acids, polarisation of the microenvi-

ronment and resultant changes to electrostatics and coordination
networks, and coupling between metal binding and the global
motions the polypeptide.[127] The diverse contributions of metal

ion binding to protein folding indicate that modifications to the
scaffold that influence these contributions could also change the
folding landscape, and this may impact the evolvability of

metalloenzymes.
In the directed evolution of xenobiotic-degrading metalloen-

zymes towards improved catalysis, it has been observed that

improvement of apoenzyme stability also results in an increase
in soluble expression.[114,116] In bacteria, there is a trade-off
between the advantage of having unbound metal ions available
to bind to proteins and the toxicity of excess metal ions.[50,129]

Therefore, the stabilisation of the apo-form of folding inter-
mediates, or the folded apo-protein itself could enable more
metalloenzymes to accumulate in low metal ion concentrations,

which would be an evolutionary advantage for the host system.
In the directed evolution of triazine hydrolase (TrzN, Arthro-
bacter aurescens) towards enhanced hydrolysis of triazine-

based herbicides, mutations that stabilised the apo-form of TrzN
but had no effect on the holo-form were identified.[114] The
mutations had a structural impact on TrzN; the more stabilised
TrzN variant (G3) exhibited a novel loop conformation in

the apo-form, where loop two collapses into the active site
cavity.[114] This alternative loop conformation was not observed
in anyTrzN structures that had completemetal ion occupation in

the active site.[114] The recruitment of an alternative loop
conformation to perform this role in the folding pathway of
TrzN has a sound basis, as cavity-filling mutations are known to

stabilise protein structures.[130–132] Stabilising the apo-form of
TrzN resulted in 300-fold improvement in soluble expression;
this indicates the bottleneck that instable folding intermediates

can form towards soluble protein expression. In the directed
evolution of a PTE towards enhanced solubility, it was observed
that the evolved variant with the highest expression (S5) actually
had lower thermostability, and a poorer affinity for zinc.[116]

However, despite these disadvantages, it was determined that S5
canmaintain its apo-form, which allows its accumulation, where-
as the wild-type PTE cannot.[116] The instability of the apo-forms

of metalloenzymes is likely to act as a bottleneck towards their
high expression intracellularly. This is important to consider in
the evolution of xenobiotic-hydrolysing enzymes, as mutations

that will impact on the correct folding of the metalloenzyme,
interfering with the intertwined coordination, and folding land-
scapes would not be favoured, restricting evolutionary paths.

Loop Rearrangements and Flexibility Promote
Novel Function

In many metal ion-dependent enzyme superfamilies, recently
divergedmembers will exhibit superimposable core protein folds

and metal ion binding sites, despite reasonably low levels
(,30%) of amino acid sequence identity to other mem-
bers.[133–135] However, loop regions are often highly variable,

evenbetween themost similar groupswithin superfamilies.[11,136]

Loop insertions and deletions and concentrated sequence changes
in loops are observed within enzyme superfamilies, where con-

formational sampling by loops and direct interactions between the
loop and the rest of the structure can be modified.[137] Several
articles describe loop modifications as being one of the most

powerful evolutionary tools towards new enzymatic function, as
the core fold, which is essential for the structural integrity of the
enzyme, and the active site, which provides the catalytic ‘power’,
remain fairly invariant, but substrate recognition and interactions

can drastically change.[33,138–140] As loop regions are generally
not tethered to the enzyme by extensive intra-protein amino acid
interactions, they can adopt a greater range of conformations and

mutations are less likely to perturb the protein fold.[141] There is
often an accumulation of mutations in the loop regions in xeno-
biotic-degrading enzymes correlated with the new function. This

has been observed extensively in the natural, designed, and
directed evolution towards enhanced organophosphate hydrolysis
in proteins from several folds.[33,111,112,142–146]

In the evolution of PTE from the amidohydrolase superfamily,
its latent lactonase activity and the promiscuity of PTE-like
lactonases (PLLs) from different sources with organophosphate
compounds indicated a likely evolutionary trajectory of PTE from

PLLs, despite low sequence similarity (,30%).[147–149] When
analysing the sequence differences between PTEs and PLLs, the
majority of the insertions, deletions and amino acid substitu-

tions are located in the loop regions (Fig. 3).[33] Remodelling an

(a) (b)

(c) (d)

Fig. 3. Loop rearrangements can greatly change the activity of metalloen-

zymes. Loop insertion events are likely to have occurred in the evolutionary

trajectory from lactonases (a, PDB: 2VC7, Sulfolobus solfataricus) to

xenobiotic-hydrolysing phosphotriesterases (b, PDB:2R1N, Agrobacterium

radiobacter, 32% sequence identity) where a loop insertion on loop 7 (red)

has been shown to greatly influence substrate specificity.[33] In the directed

evolution of a metallo-b-lactamase (c, PDB:1BC2,Bacillus cereus) towards

improved antibiotic hydrolysis, increased flexibility in a loop (loop thick-

ness indicates high B-factors, green) was also shown to be an essential trait

for enhanced catalysis (d, PDB 3FCZ, 98% sequence identity).[152]
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active-site loop inPseudomonas diminutaPTE to resemble that of

the equivalent Sulfolobus solfataricus PLL loop, combined with
an essential epistaticmutation, resulted in quorum-sensing homo-
serine lactonase activity that was not previously detectable.[33]

Further work has identified how essential the flexibility of the
loops in PLL is to facilitate the promiscuous PTE activity.[144,149]

In accordance with this, it has also been identified that loop
conformations and flexibility are tuned through both directed and

natural evolution.[142,145] Conformational substates occur
throughout an enzyme-catalysed reaction, as product binding
and release may require a more ‘open’ substate, and the chemical

reaction itself will often require a ‘closed’ preorganised substate,
as is observed in PTE.[145] Improving the transitions between
these substates, optimising the conformational landscape, can

result in an improved kcat and therefore through evolution, there
are often concentrated sequence changes associated with regions
that influence the dynamics of these areas.[111,112,145]

Active site loop flexibility has also been identified as contri-

buting to the concerning substrate promiscuity of different MbLs
towards almost allb-lactamantibiotics.[100,150,151] Computational
modelling of a loop located above the active site of an MbL

showed that this loop can interact with three different antibiotics
in distinct conformations, allowing the enzyme to bind to each
antibiotic with significant affinity.[151] The importance of active-

site loop plasticitywas also identified the directed evolution of the
Bacillus cereusMbL, BcII, to improve activity with a reasonably
poor substrate, cephalexin,[152] where it was recognised that

increased active-site loop flexibility contributed to improved
catalysis (1.97� 105 M�1 s�1 kcat/Km, compared with the initial
2.65� 104 M�1 s�1) (Fig. 3).[152,153] In summary, the frequent
association of active-site loop modification with the evolution of

xenobiotic hydrolysis indicates the importance of loop flexibility
as a tuneable factor in the evolution of metalloenzymes.

Engineering Metalloenzymes for Novel Functions Using
Lessons from Natural Evolution

Extensive fundamental work has examined howmetalloenzymes
function and evolve new activity and this basic knowledge has

been applied to the artificial design ofmetalloenzymeswith novel

functions.[154,155] Two aspects are often separately optimised in
metalloenzyme engineering, the inorganic complex and coordi-
nating residues best suited for the desired reaction, and the entire

enzyme scaffold to confer enantioselectivity and protect unstable
intermediates (Fig. 4).[156–162] As previously described, in natural
evolution, the use of alternative metal ions can greatly change the
specific activity of a metalloenzyme with different substrates. As

the use of bioavailable metal ions is not a concern in the artificial
design of metalloenzymes, many unique chemical reactions can
take place through the use of preciousmetal ions instead, opening

up the potential to harness the vast catalytic scope of transition
metals in the design of novel enzymatic catalysts.

There are essentially two routes available for engineering

novel metalloenzyme function: engineering an existing metal-
loenzyme towards novel function and de novo creation of an
artificial metalloenzymewith novel function; both of these draw
on current understanding about the natural evolution of metal-

loenzymes. Creation of the first ever cofactor-independent
reductase is an example of the first approach. Rhodium, used
commonly in chemical synthesis as a complex catalyst for

hydrogenation reactions, was incorporated into carbonic anhy-
drase.[163,164] As an analogous example, but using the second
approach, Pecoraro and colleagues successfully developed

novel carbonic anhydrase mimics by incorporation of metal-
binding centres into de novo designed protein folds, demonstrat-
ing highly efficient catalysts with both a supercoiled coil

structure (SCCS) and a single-stranded antiparallel three helix
bundle (a3DH3).

[165,166] Drawing inspiration from natural di-
metal proteins, and applying a reductionist approach also
resulted in the creation of the de novo engineered ‘Due Ferri’

proteins, such as DF1, a four-helical bundle di-iron phenol
oxidase enzyme.[167] As another example of de novo design,
the use of a covalently linked di-rhodium catalyst within an

optimised prolyl oligopeptidase resulted in an artificial metal-
loenzyme able to catalyse an olefin cyclopropanation.[168]

A similar result was achieved in the artificial design of a copper

binding site in a thermostable protein scaffold. Knowledge of
both the requirements of ligating residues in the protein scaffold

(a) (b)

Fig. 4. In the artificial design of metalloenzymes, many novel inorganic complexes are used to expand the catalytic potential

afforded by bioavailable metal ions, but to achieve high specificity and turnover rates, the scaffoldmust be optimised as in natural

evolution. The iridium cofactor in an artificial hydrogenase (a, PDB:5BRU) was optimised using computational design,

rigidification of a loop (red) through an additional hydrogen bond, which improved interactions with the bulky cofactor and

turnover rate.[173] A di-rhodium catalyst was incorporated into b barrel scaffold; rational mutagenesis optimised the scaffold to

improve stereoselectivity (b, PDB:3WJC).[175]
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and the potential of copper to catalyse Diels–Alder reactions

were used to create this novel metalloenzyme.[169,170] Informa-
tion taken from nature, of the ligating residues required for
certain metal ions and the benefits of using the correct metal ion

for the desired reaction have all been applied in the design of
these artificial enzymes. However, without optimising the
enzyme scaffold further, the turnover rates of these artificial
metalloenzymes are inherently limited.

There is great variability in the methods used and the level of
optimisation performed on protein scaffolds in artificial metal-
loenzyme design. If the scaffold is not extensively optimised,

the affinity of the metal ion complex for the protein and the
ability of the protein to shield intermediates from solvent and
prevent side reactions can still lead to reasonable turnover

rates.[51,171] However, extensive rational design, computational
enzyme design, and rounds of directed evolution are routinely
employed to improve the substrate and metal ion affinity and
overall turnover rate in artificial metalloenzymes.[172–175] Just

as in natural metalloenzyme evolution towards xenobiotic
hydrolysis, structural optimisation will lead to improved speci-
ficity and turnover rates. To improve the activity of a transfer

hydrogenase, it was computationally optimised.[173] A mutation
on a loop region creates a new hydrogen bond, rigidifying a loop
that is likely to help orientate the bulky iridium cofactor into a

more stable orientation for improved catalysis. The importance
of having a cofactor in a stable conformation for enhanced
catalysis was also shown for a rhodium-containing catalyst that

catalyses the polymerisation of phenylacetylene using mole-
cular dynamic simulations.[175] The rationally designed variant
with the highest trans selectivity was observed to have the most
defined orientation within the binding cavity in the simulations.

Residues that make up the second coordination sphere are

known to be important for tuning the specificity of naturally
evolved metalloenzymes; this has been incorporated in the
rational improvement of an artificial transfer hydrogenase where

two mutations in the second coordination sphere are thought to
improve interactions with the dialkyl ketone substrates of this
artificial enzyme.[176] In the design and improvement of artificial
metalloenzymes, there is extensive overlap in the molecular

mechanisms observed compared with those seen in the natural
evolution of metalloenzymes. Although there have been great
strides made in the design strategies to match the activity of

natural enzymes, there is still very limited diversity in the
successful cases when compared with nature.

Conclusions

In the molecular evolution of xenobiotic-degrading metalloen-
zymes, several different mechanisms have enabled the tuning of

catalysis towards xenobiotic hydrolysis (Fig. 5). Factors that
enhance the evolvability of the respective enzymes have been
utilised to promote novel function, such as flexibility in metal

ion incorporation, loop conformational sampling, and the use of
alternative metal ion binding modes. More drastic changes to
active site residues, direct metal coordinating residues, and the

insertion or deletion and extensive modification of loop regions
have been shown to significantly change activity along evolu-
tionary trajectories to xenobiotic hydrolysis. Analysing the

differentmolecularmechanisms bywhichmetalloenzymes have
evolved to break down xenobiotic compounds is important for
the fundamental understanding of enzyme catalysis and evolu-
tion. The most comprehensive way to test this understanding is

Metal ion
promiscuity

Loop
rearrangement

(b)

(a)

Ancestral
metalloenzyme

Active site
changes

Coordination
changes

(c)

(d)

Co

Zn

Zn

Zn

Zn

Fe
PTE PLL

Asp
TriA AtzA

Cys Asn

O
H

H
OH

NNN N

NN N
H

N
H

Cl

H
OO

H

H

OH

NH2H2N

H2N

SO N

Ser

MolA

Carboxypeptidase

Fig. 5. Schematic representation of molecular mechanisms that promote the evolution of metalloenzymes towards xenobiotic hydrolysis. Flexibility in

metal ion incorporation can enhance promiscuous xenobiotic hydrolysing activity and enable activity across broader environmental conditions, which can

increase the survivorship of the host bacterial cell and thus the evolvability of the enzyme (a). Changes in loop sequence and length can greatly impact

substrate specificity and turnover rate in metalloenzymes, as seen in the evolution of phosphotriesterase (PTE) from phosphotriesterase-like lactonases

(PLLs) (b).[33] Direct changes to active site residues can facilitate the hydrolysis of new compounds with different catalytic requirements, as seen in the

evolution of atrazine chlorohydrolase (AtzA), which hydrolyses the herbicide atrazine with a chloride leaving group, from melamine deaminase (TriA),

which hydrolyses compounds with unstable NH2
� leaving group (c).[34] Changes in metal ion arrangement in the active site can facilitate new catalytic

mechanisms, as seen in the evolution ofmononuclear molinate hydrolase (MolA) from a binuclear carboxypeptidase ancestor, where loss of the secondmetal

ion enables a complete change in organisation in the active site and the protonation of an unstable xenobiotic leaving group (d).[10]

Enzymatic Catalysis of Xenobiotics 1391



to artificially design metalloenzymes with desired functions;

more work needs to be done to routinely artificially design
enzyme catalysts that canmatch the specificity and efficiency of
naturally evolved xenobiotic-hydrolysing metalloenzymes.
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