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ABSTRACT 

Satellite altimetry was originally intended for oceanographic and geodetic applications. An 
uncommon application of satellite altimetry data, demonstrated in this paper, is for atmospheric 
study by utilising the onboard microwave radiometer. The Wet Tropospheric Correction (WTC) 
data from the Topex/Jason altimetry mission series (Topex/Poseidon, Jason-1, Jason-2/OSTM and 
Jason-3) are used, which have spanned nearly 30 years, making them sufficient for climate study. 
Precipitable Water Vapour (PWV) is derived from the WTC and used to study the atmospheric 
water vapour variability over the tropical Indian Ocean (TIO). Preliminary analysis is performed by 
comparing the generated PWV data with the PWV from a dedicated meteorological satellite Aqua, 
which was found to be comparable with a correlation coefficient of 0.94 for the monthly mean data 
and 0.74 for the anomaly component. Using standard empirical orthogonal function and composite 
analysis, the interannual variability of the tropospheric water vapour in TIO is thoroughly analysed. 
The mechanics and impacts of the two leading modes, the El Niño–Southern Oscillation (ENSO) and 
Indian Ocean Dipole (IOD) are characterised. Furthermore, the modulation of the atmospheric 
circulation cell can be monitored. A distinct characteristic is found for the spurious IOD event in 
2017 and 2018, which is the forming of a PWV anomaly meridional gradient in the Indian Ocean 
during June due to the activity of the Southern Indian Ocean Dipole mode. This showcases the 
potential of using altimetry satellite data for atmospheric study and opens up the possibility of further 
utilisation.  

Keywords: atmospheric circulation cell, atmospheric study, El Niño–Southern Oscillation, 
Indian Ocean Dipole, microwave radiometer, satellite altimetry, spurious Indian Ocean Dipole, 
tropical Indian Ocean, tropospheric water vapour. 

1. Introduction

The main objective of altimetric satellites is to study ocean circulation through their 
measurement of sea surface height. Being the only means to observe the sea surface 
height globally, they have contributed greatly to current understanding of the physical 
oceanic process, such as the role of large-scale ocean waves (e.g. Cheney et al. 1987;  
Vinayachandran et al. 2002). Additionally, they have contributed greatly to the field of 
geodesy in the generation of mean sea surface models and marine geoids for global 
vertical datum determination (e.g. Sandwell and Smith 2009; Schaeffer et al. 2012). 
However, the use of the onboard microwave radiometer for atmospheric observation has 
not been widely explored. This instrument measures the integrated water vapour content 
along the atmospheric column below the satellite, originally intended to provide the 
correction for the precise altimetric measurement, hence, this could potentially be 
utilised to study atmosphere variabilities. 

The water vapour in the atmosphere is highly variable in space and time, which makes 
it complicated to model. Furthermore, the variability produces up to 3–45 cm of bias in 
the main altimeter measurement (Keihm et al. 1995). This makes meaningful sea level 
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measurement not feasible without eliminating this parti
cular bias beforehand. Therefore, it has been deemed neces
sary to provide an onboard instrument specifically 
designated to measure the bias, i.e. the microwave radiom
eter. To maintain consistent and accurate sea level measure
ment, the microwave radiometer was designed to maintain a 
high-precision water vapour measurement. An assessment 
study by Brown et al. (2004) shows that the uncertainty of 
wet tropospheric delay derived from measurement of the 
Jason Microwave Radiometer (JMR) onboard Jason-1 is 
0.74 ± 0.15 cm, which surpasses the 1.2-cm requirement 
(Dumont et al. 2009). A study on the assessment of this 
instrument in measuring atmospheric variables, such as 
the integrated water vapour and liquid water content, has 
been performed and found to be compatible with meteoro
logical satellite observations (Thao et al. 2014). This means 
that the altimetric satellite’s radiometer is qualified to also 
be used for accurate atmospheric studies. Furthermore, with 
the radiometer instrument and validation process continu
ing to be improved for follow-on satellites, the quality of the 
retrieved water vapour data in the future is expected to 
improve, which will further increase the radiometer reliabil
ity for atmospheric studies. 

Understandably, the onboard radiometer has not been 
significantly explored for climate study. This is because 
altimetric satellites are still deficient, particularly in their 
spatial and temporal resolution, compared to dedicated 
meteorological satellites. This is specifically caused by the 
single-point nadir measurement. The onboard radiometer 
was designed to observe solely the atmospheric column in 
the nadir direction since its primary function is to measure 
the wet topographic bias of the nadir-measuring altimeter, 
thus it does not possess a wide field of view like the imaging 
radiometer of meteorological satellites. This made the tem
poral resolution of the altimetry satellite data to be the total 
repeat cycle, which is the period the satellite takes to go 
back to the exact same position relative to the earth’s sur
face, instead of just the subcycle, which is the period it takes 
for successive passes of the same direction to circle the earth 
longitudinally. This particular limitation of altimetry satel
lites is mentioned in Dettmering et al. (2020). 

Regardless, it is still of interest to assess the ability of the 
onboard radiometer for atmospheric observation. The sparse 
resolution should still be theoretically sufficient to observe a 
global-scale variability with low frequency, such as the El 
Niño–Southern Oscillation (ENSO). Since some of the 
climate variabilities are an ocean–atmosphere coupled pro
cess, a synchronous altimeter–radiometer measurement of 
altimetry satellites, which measure both oceanic and atmo
spheric variables at the same time might have a great poten
tial in obtaining some valuable information regarding the 
coupling mechanism. This would lead to improved atmo
spheric observation from the altimetric satellite by itself, 
which would improve its atmospheric bias modelling and 
ultimately lead to improvement in the accuracy of its 

sea-level measurement. Furthermore, some other variables 
could be derived from the onboard radar and radiometer 
instruments. Some satellite altimetry utilises dual-frequency 
radar, which can be used for various observations, such as 
estimating rainfall and cloudiness (Bhandari and Varma 
1996; Tournadre and Bhandari 2009), air–sea gas fluxes 
(Goddijn-Murphy et al. 2013) and ionospheric electron con
tent (Ray 2020). The 34-GHz channel of the radiometer can 
be used to estimate cloud liquid water content (Weng et al. 
2011), which increases the potential even more. In this 
paper specifically, an atmospheric application of satellite 
altimetry is demonstrated, which is for studying the water 
vapour variability in the tropical Indian Ocean (TIO) in 
order to maximally utilise the onboard radiometer. 

The Indian Ocean has a significant influence on the equa
torial climate as it is associated with the actively oscillating 
Intertropical Convergence Zone (Philander et al. 1996) and 
drastic changes in prevailing winds, which cause the 
surrounding region to experience rainy and dry seasons 
within a year, also referred to as the monsoonal system. In 
the interannual timescale, the variability of the atmosphere is 
intensified with anomalous climate modes affecting the 
region, namely the Indian Ocean Dipole (IOD) and ENSO. 
These anomalous climate modes cause the normally high 
seasonal variation to behave unpredictably, thus increasing 
the risk of hydrometeorological disasters, particularly events 
associated with rainfall, such as floods and droughts. 
Additionally, this unpredictable weather system can also 
lead to socioeconomic losses through crop failures or infec
tious diseases. Thus, to be able to mitigate these risks, some 
understanding of the climate variabilities, such as their mech
anism or the spatio-temporal characteristics is necessary. 

The IOD is one of the climate variabilities in the Indian 
Ocean, which is characterised by a dipole structure of sea 
surface temperature (SST) anomaly (SSTA). This was found 
to be an inherent variability in the Indian Ocean by Saji 
et al. (1999) as they analysed the second leading mode that 
explains 12% of the total variance with a dipole structure 
from standard EOF analysis on the SST in the region. This 
anomalous change in SST has various impacts, one of which 
is the modification of the seasonal upwelling, which affects 
biological productivity (Lan et al. 2013; Lumban-Gaol et al. 
2015). Owing to the ocean–atmosphere feedback mecha
nism, this would also modify the climate system around 
the region (Bjerknes 1969; Gill 1980). During the positive 
phase of the IOD, the zonal gradient of the SST is reversed: 
the normally wet bordering eastern region becomes drier, 
which leads to a prolonged summer, increasing the risk of 
droughts and wildfires (Abram et al. 2021). Concurrently, 
the normally dry bordering western region experiences 
more rain than usual, which increases the risk of floods 
and aids the spread of infectious diseases (Hashizume 
et al. 2012). In contrast, during the negative phase, the 
normal zonal gradient is intensified, causing the opposite 
impact from the positive phase, as the dry western regions 
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get even drier and the rainy eastern regions get wetter 
(Gebrechorkos et al. 2020; Kurnianingsih et al. 2020). 

The ENSO is believed to have remote effects in the Indian 
Ocean, even though it is a climate mode located in the 
Pacific Ocean. The IOD was originally assumed to be part 
of ENSO variability because their phases were frequently 
synchronised, i.e. extreme IOD often coincides with extreme 
ENSO (Wallace et al. 1998). On the contrary, it was found to 
be independent of ENSO by Saji et al. (1999). It was revealed 
that some instances of extreme dipole mode events did not 
coincide with ENSO, e.g. the 1994 event. However, it is still 
of interest to study the possible correlation between them, as 
the physical proximity between the two oceans allows atmo
spheric teleconnection through the modulation of the Walker 
circulation cell (Hameed et al. 2018). Furthermore, they 
are separated by the Maritime Continent, which allows 
oceanic pathways between the two through the Indonesian 
Throughflow (Wijffels and Meyers 2004). Given these 
circumstances, both events have similar impacts whether in 
the modulation of the atmospheric circulation cell or the 
ocean upwelling and downwelling. The coinciding phase 
would likely reinforce the impact in some regions, which 
makes the study of both mechanisms significant. 

This paper aims to study the water vapour variability of 
the TIO and further our understanding of the two global 
modes residing in the region, IOD and ENSO. This 
will demonstrate the feasibility of using altimetric satellites 
for atmospheric study. The altimetric missions analysed 
here are the Topex/Jason altimetry mission series, which 
includes Topex/Poseidon, Jason-1, Jason-2/OSTM and 
Jason-3. Nearly 30 years of observation data have been 
collected, which makes it possible to derive a reliable clima
tological model needed for the monthly anomaly data com
putation. Even though some papers have assessed the 
performance of the onboard radiometer, no study has 
specifically applied this to atmospheric study. This paper 
specifically focuses on using the data to analyse the two 
main climate modes residing in the Indian Ocean, IOD and 
ENSO. An effort to distinguish the impact of both variabil
ities is carried out. The methodologies, such as the precipi
table water vapour (PWV) derivation and monthly anomaly 
computation are explained in Section 2. Some data analysis 
techniques are implemented and the results are described in 
Section 3, along with the discussion. Section 4 provides a 
summary. 

2. Methods 

2.1. Altimetry-derived PWV 

This paper used the WTC data of the Topex/Jason mission 
series, which is the reference altimetric satellite mission. 
This started with Topex in 1992, followed by the Jason 
mission series (Jason-1, -2 and -3). They have maintained 
30 years of continuous observation in a consistent ground
track. As the reference altimetric mission, they are used to 
correct the other non-reference altimetric satellite mission 
that does not have a long observation period (e.g. Le Traon 
et al. 1995; Le Traon and Ogor 1998). The reference 
mission’s satellites are also equipped with a more advanced 
tracking system to minimise the positional uncertainty as it 
directly influences the sea surface height measurement. 

The along-track sampling spatial separation is ~6 km, 
whereas the cross-track separation is ~313 km. This is 
sparse compared to the other satellite altimetry mission’s 
ground-track, though the sparse groundtrack is a tradeoff for 
a faster repeat time. The faster repeat time is necessary for 
the reference altimetric missions in order to accurately esti
mate some ocean temporal variation (Parke et al. 1987). 
Note that even with the dense along-track spatial sampling 
of ~6 km, the actual spatial resolution is strictly determined 
by the radiometer footprint size, which is conditioned by the 
antenna size and satellite altitude. The footprint diameter 
of the lowest frequency band of the Topex Microwave 
Radiometer (TMR) onboard the Topex satellite is ~42 km 
(Stewart et al. 1986) and so is that of the JMR onboard the 
Jason-1 because it has the same length of antenna diameter. 
The Jason-2 Advanced Microwave Radiometer (AMR) and 
Jason-3 Advanced Microwave Radiometer 2 (AMR-2) have 
larger antenna size with a diameter of 1 m (TMR and JMR 
antenna have 0.6-m diameter) and thus have a finer spatial 
resolution of ~25 km (Brown 2010; Maiwald et al. 2016). 
Theoretically, this resolution should be sufficient for captur
ing large-scale variabilities such as ENSO and IOD. This 
paper thus assesses the performance of using only the refer
ence missions. This emphasises that higher resolution can 
still be achieved by using multi-mission satellite altime
try data. 

The region of the data being used in this study is the TIO 
extended eastward to the West Pacific. The distribution of the 
data can be seen in Fig. 1. This extent is chosen to cover the 
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Fig. 1. The distribution of the Topex/Jason altimetric mission series groundtrack (pink lines).   
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TIO along with the whole Maritime Continent and a part of 
the Pacific Ocean where the ENSO variation is very active. 

The WTC data were derived from the brightness temper
ature measured by the onboard microwave radiometer. The 
microwave radiometer incorporates three channels of mea
surement: the main channel detects at 23.8 GHz (21 GHz in 
Topex/Poseidon) for water vapour content measurement, and 
the other two channels detect at 34 and 18.7 GHz (37 and 
18 GHz in Topex/Poseidon), which is meant to provide 
correction on the main water vapour measurement due to 
non-rainbearing clouds and wind-driven variations respectively. 

The WTC data were acquired from Radar Altimeter 
Database System (RADS) version 4 developed by Scharroo 
et al. (2016). RADS is a multi-mission altimetry database 
that offers an efficient way to query data with various 
criteria specified by the user, such as period, missions and 
area of interest in a consistent format. Then, the PWV is 
calculated from the acquired PWV after applying along- 
track smoothing to filter out the high-frequency noise by 
~16-km averaging (equivalent to three adjacent footprints). 

The PWV is one way to measure the atmospheric water 
vapour content. The definition of PWV used here is the 
height of total atmospheric water vapour if it is totally 
condensed in its vertical column. In this study, the PWV is 
calculated from the WTC using the following equations, 
which were derived by Askne and Nordius (1987). 
Tropospheric wet delay (TWD), or the negative of WTC, 
can be converted to PWV by multiplying it with a coefficient 
Π, which can be expressed as follows: 

PWV = TWD (1)  

with Π defined as: 

( )k
= 10

+ Rvk
Tm

6

2
3

(2)  

where Rv is the specific gas constant for the water vapour 
(461.5254 J kg−1 K−1); ρ is the density of water (997 kg m−3); 
k′2 = 0.221 K Pa−1 and k3 = 3.739 × 103 K2 Pa−1 are both 
atmospheric refractivity constants, values for which can 
be acquired from the study by Bevis et al. (1994); and Tm 
is the weighted mean temperature of the atmosphere 
column (K). Tm is not measured by the altimetry satellites, 
but was acquired from the model GPT2w (Global Pressure and 
Temperature 2 wet) by Böhm et al. (2015). However, in this 
study, a constant Tm value is used for the whole spatial and 
temporal extent. This is because the calculation of Tm for 
every single footprint of the altimetry data requires too 
much computational time using the available resources during 
the time of this study. 

A test was conducted beforehand to determine whether 
using a constant value of Tm over the TIO would give a 
significant error to the PWV computation. The detail regard
ing this test is explained in Appendix A1. 

2.2. Altimetry-derived PWV time series 
generation 

The time series of the altimetry-derived PWV was generated 
by collecting available data within a spatial bin with 3-km 
radius centred at the crossover or the intersection point of 
ascending and descending passes. We chose to only study the 
data in the crossover because they have twice the amount of 
data as they passed by both ascending and descending passes 
for each repeat cycle. For the Topex/Jason mission series, 
the repeat period is ~10 days. Thus, at a crossover point, two 
data are measured every 10 days or approximately six data 
for each month. This generates better monthly mean approx
imation than the non-crossover points, which only have 
three data per month. Note that the interval between an 
ascending pass and the next descending pass in a crossover 
point is not exactly the repeat period divided by two, it 
varies depending on the latitude of the crossover point. As 
an ascending or descending pass by itself has an exact repeat 
period, the merging of the two will result in a pairwise 
evenly spaced temporal sampling; it is evenly spaced if we 
look pair by pair. These peculiar sampling characteristics are 
worth mentioning when performing a thorough analysis 
because this could affect how a certain signal is captured. 
Nevertheless, the temporal resolution is still considerably 
better. However, using only data at the crossover results in 
degrading the spatial resolution as the other observed foot
prints (not in the crossover) are disregarded. For the tropical 
region (15°S to 15°N), the zonal and latitudinal separation of 
the crossover points are ~313 and ~415 km respectively. 
This is considered sparse but should still be able to suffi
ciently capture the global-scale variability, such as ENSO and 
IOD. For illustration, the distribution of the crossover points 
over the TIO can be seen in Fig. 5b or 5c. 

2.3. Monthly mean anomaly computation method 

To extract the ENSO and IOD signal from the data, normal 
components must be eliminated, leaving only the anomaly. 
These components depict the normal state, or the state with
out any anomalous variation, based on the averaging of a long 
period of data, preferably decades, to eliminate inter-seasonal 
variabilities. As such, this component is also generally referred 
to as the climatology. The normal components defined in this 
study are the long-term mean and trend, as well as the 
regularly occurring seasonal oscillation. Therefore, for this 
study, the anomaly is computed by eliminating the long- 
term mean, trend and seasonal components from the PWV 
time series. Hence, the following mathematical equation is 
used to compute precipitable water vapour anomaly (PWVA): 

t t M L t S tPWVA( ) = PWV( ) ( ) ( ) (3)  

where t is time, M is the PWV long-term mean, and L and S 
are the linear trend and seasonal components of the PWV time 
series respectively. The M is acquired simply by averaging the 
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data. The parameters for the trend and the seasonal compo
nent are estimated using simple least squares adjustment. The 
simple linear model is used for the trend component. For the 
seasonal component, the first three harmonics of the annual 
cycle are used, therefore L (Eqn 4a) and S (Eqn 4b) are 
defined as follows: 

L a b t= +tr tr (4a)   

and 

k
S = (ak cos(kt÷T) + bk sin(kt÷T ))

=1

3
(4b)  

where atr and btr are the constant and the gradient term of 
the linear trend component respectively. T is 365.25 days or a 
1-year period, thus ak and bk for k = 1, 2 and 3 are the sine 
and cosine terms for the first three harmonics of the annual 
cycle. The period chosen to estimate the average (M) and the 
other parameters using least squares adjustment is exactly 
28 years, which spans from September 1993 to August 2021. 
Exactly a round number of years for the base period is neces
sary to minimise bias from a non-complete annual cycle and its 
harmonics. The PWVA time series is then computed using Eqn 
3 and 4a for the whole period and each point independently. 
One example of the time-series PWV data along with the 
estimated climatological component and the extracted anom
aly component is shown in Fig. 2. For the monthly values, a 
simple averaging is performed for each month using all the 
available data that exist within the month. 

3. Results

3.1. Comparison with data of a dedicated 
meteorological satellite 

Before analysing the variability of water vapour in TIO, the 
accuracy of the generated monthly mean values is assessed 

first by comparing them with a verified dataset collected 
from a dedicated meteorological satellite. The AIRS3STM 
v.7 total precipitable water dataset (AIRS Project 2019) is
used here. The data are collected from the sun-synchronous
Aqua satellite that observes the same area twice a day at
consistent local time, thus receiving consistent lighting from
the sun, which is ideal for weather observation. The twice- 
daily observation also ensures reliable monthly mean data
as the diurnal variation can be resolved and then removed
accurately. The water vapour is observed using the
Atmospheric Infrared Sounder (AIRS), an infrared and
visible–near-infrared spectrometer with high spectral reso
lution. The dataset has a spatial resolution of 1° and covers
the whole of the earth’s surface. The PWV monthly mean
value of the AIRS3STM v.7 is computed and spatially inter
polated to acquire the PWV values that collocate with the
altimetry-derived PWV data in the crossover points all over
the TIO (30–90°E, 15°S–15°N). The comparison between the
two data is shown in Fig. 3. High similarity between the two
data is apparent with a Pearson correlation coefficient value
of 0.94. The long-term mean value, the M as defined in Eqn
3, is also compared, denoted with the green plus symbol in
the scatterplot. A difference in the mean value would indi
cate a systematic difference such as an offset between the
two data, which indicates a possible processing error. In
Fig. 3, the mean values scatterplot coincides with the
x = y line, which validates that there is no processing error.

This shows that the altimetry-derived monthly mean 
PWV data are in good agreement with the reference verified 
AIRS3STM v.7 data. However, it is well known that seasonal 
variation in the Indian Ocean is responsible for a high 
percentage of the total variance because of the monsoon 
regime that occurs in the region. In analysing the inter- 
annual variation like IOD and ENSO, the anomaly values 
would be used, which is the monthly mean subtracted by the 
climatological components that contain the seasonal varia
tion (Eqn 3). The PWVA comparison is shown in Fig. 3b. In 
this analysis, the linear trend and seasonal variation are 
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one example from a crossover point located close to the south coast of Java (107.72°E, 9.80°S).   
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calculated using the same base period for the two data to 
ensure that they actually represent the same anomaly varia
tion. The base period is 2002–2021, which is the longest 
period available for both datasets. 

The correlation coefficient of the anomalies declined to 
0.76 for the anomaly component values. The RMSD is 
2.82 mm whereas the PWVA standard deviation is 4.34 mm. 
This gives a RMSD to standard deviation ratio of 0.65 which is 
considered high and might significantly affect the analysis 
result. The unsolved diurnal variation possibly contributed 
to the high RMSD. 

The diurnal variation in the tropics contributes 
∼15–20% of the total variance of the precipitation (Yang 
and Slingo 2001). This diurnal variation is not completely 
eliminated from the computed monthly mean PWV because 
of the sampling characteristic of the Topex/Jason satellite; 
there are too few samples within a month and their sam
pling repeat period is almost an exact round number of days, 
thus the diurnal variation cannot be easily removed. For the 
AIRS3STM dataset, which is observed twice daily by the 
Aqua satellite, the diurnal variation can be safely removed. 

In the tidal modelling application of satellite altimetry, a 
sub-diurnal variation is generally resolved by utilising their 
aliased frequency. This is possible since the orbit of the 
altimetric satellites, such as Topex/Jason, was designed to 
have a repeat period that would alias the diurnal or semi- 
diurnal variation to a desirable frequency (Parke et al. 
1987). However, unlike tidal constituents, we cannot expect 
the diurnal variation of the atmospheric water vapour to be 
an ideal sinusoid-like sea level, which is strongly driven by 
the gravitational force of regularly revolving celestial 
bodies. Theoretically, the diurnal cycle of the atmospheric 
water vapour is far more complex as it is also heavily influ
enced by other factors such as the highly transient weather 
systems. In other words, the variation is not an ideal sinusoid 
with a constant amplitude that would simply be aliased like 
the diurnal sea level variation. Using the crossover point that 
merges ascending and descending passes as explained in 
Section 2.2 would help in reducing this bias, as the interval 
between an ascending and the next descending pass in the 

crossover is not generally a round number of days. To be sure, 
the significance of the bias can be inferred through compari
son with a reliable dataset as is done here. 

The comparison shows that the difference becomes quite 
significant when comparing the monthly anomaly values. 
This could be a problem when we try to study ENSO and 
IOD variation from the data. Therefore, further analysis of 
the differences is needed. Fig. 4 shows the histogram of the 
differences between the monthly PWVA derived from satellite 
altimetry and the AIRS3STM dataset. The difference appears 
to be normally distributed with a symmetrical bell shape. The 
peak value is also close to zero. This distribution signifies that 
the differences are mostly caused by random error. The stan
dard deviation is 2.82 mm whereas the original uncertainty of 
the altimetry-derived PWV is 1.20 ± 0.24 mm as discussed in 
Section 2.1. There are random errors from other sources, 
which could contribute to the increasing standard deviation 
from the original uncertainty, such as the uncertainty in the 
reference dataset AIRS3STM and the Tm value that was used 
for the PWV computation. So, it was concluded that the RMSD 
is mostly caused by the normally distributed random errors 
and the unresolved diurnal variation would not significantly 
affect the analysis results. Nevertheless, for further analysis, 
the RMSD value is considered to be the standard error of the 
altimetry-derived monthly PWVA data and would be used 
when performing the significance tests for the analysis results. 

3.2. Interannual modes identification 

We performed standard empirical orthogonal function 
(EOF) analysis on the altimetry-derived PWVA values to 
find and separate the underlying dominant variations from 
the data. The results can be seen in Fig. 5. The first leading 
principal component (PC1) explains 18.3% of the total 
variance and has a dipole structure (Fig. 5b), whereas the 
second one (PC2) accounts for the basin-wide homogeneous 
variability (Fig. 5c) and explains 12.3% of the total vari
ance. The variance percentage of the remaining principal 
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components significantly dropped after the second one 
(6.7%), which presumably indicates that just the local varia
tions are not significantly related to ENSO or IOD. Slightly 
different characteristics are seen compared to the generated 
SSTA modes in Saji et al. (1999), in which the first principal 
component accounts for the basin-wide variability with 
uniform polarity, described as part of the ENSO variation 
(Wallace et al. 1998), with 30% of the total variance. By 
contrast, the second principal component with 12% accounts 
for the dipole structure, which is then described as the IOD. 

The Pearson correlation coefficients of PC1 and PC2 with 
the indices that represent ENSO and IOD are computed to 
see how they correlate. The indices used here are the 
Oceanic Niño Index (ONI) for ENSO and Dipole Mode 
Index (DMI) for IOD. These indices are computed from the 
SSTA values over a specific region: the central Pacific for 
ONI and the difference between west and south-east TIO for 
DMI. Therefore, this analysis is intended to determine how 
the SSTA modes affect the PWVA ones. 

The results can be seen in Fig. 6. The correlation values 
with various lags are also computed to identify any sort of 
delayed reaction. The results show that PC1 correlates simi
larly highly with both ONI and DMI with zero lag. However, 
PC2 only significantly correlates with ONI, with the highest 
correlation value at 5-months lag. This means that the ENSO 
has a remote delayed reaction to the PWV in the TIO. 

The El Niño composite maps in Saji and Yamagata (2003, 
fig. 14g–h) show the anomalous easterly in the eastern 
basin, which signifies the weakening of the convergence 
zone over the Maritime Continent. This weakening of the 
convergence zone should emerge in the PWVA field since 
PWVA is a proxy variable for convergence zones. The weak
ening convergence zone would cause a decrease of PWV 
over the Maritime Continent and an increase in the west 
to the central Indian Ocean, hence creating the zonal gradi
ent structure of PWVA. This explains why PC1 correlates 
significantly with ONI. The SSTA is not affected much by the 
anomalous zonal wind, so it maintains the basin-wide 
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property and thus is captured in the first EOF with a basin- 
wide homogeneous structure. Furthermore, the basin-wide 
SSTA changes in the Indian Ocean are delayed compared to 
the changes in the Pacific Ocean, which explains the high 
lag correlation of PC2. 

The ONI being captured by two different modes, in this 
case, the PC1 and PC2, could mean that the effect of ENSO 
on PWV has a propagation feature. Studying the exact 
spatiotemporal characteristics is indeed challenging with 
standard EOF analysis. Therefore, to see the spatiotemporal 
structure more clearly, a composite analysis is performed. 

A composite analysis is performed by averaging all the 
data that fall within certain periods, which are typically the 
periods where a particular event of interest is occurring. 
This way, all components unique to the event are captured, 
whereas the other components not correlated with the event 
get diminished or even eliminated if the number of samples 
is large enough. Hence, the selection of the samples for the 
composite analysis to derive the composite map is impor
tant. From the whole studied period, there are actually very 
few samples to be taken for the generation of IOD composite 
maps. There are 10 events of extreme IOD, with seven of 
them being positive IOD and only three being negative IOD. 
This only has a simple classification using the DMI values, so 
it still includes the 2017 spurious positive IOD event (Zhang 
et al. 2018), which means only six reliable positive IOD 
samples are available. 

Furthermore, some of the years coincide with extreme 
ENSO events (four out of six), and picking only pure IOD 
events leaves too few samples for an effective composite 
analysis. To mitigate this, we implement a more robust 
composite analysis method that uses the median instead of 
the mean. Using the median instead of the mean makes the 
composite results more robust against noise and allows for 
fewer samples to be used (Brown and Hall 1999). For the 
ENSO composite maps, sample selection can be done with
out any trouble since there are enough ENSO events that do 
not coincide with IOD within the studied period. In the end, 
the composite maps of positive IOD, El Niño and La Niña are 
generated. For the negative IOD, because of the lack of 
samples that can be selected, 1996 pure negative IOD events 
are used instead to represent the composite map of negative 
IOD. Each composite map includes the 2-month average 
from May–June to November–December following the posi
tive IOD composite map in Saji et al. (1999) so we can 
compare them. The generated composite maps are shown 
in Fig. 7. The statistical significance test of the composite 
maps is performed using Monte Carlo simulations with the 
previously computed RMSD of 2.82 mm as the standard 
error. More detail regarding the significance test is explained 
in Appendix A2. 

The positive IOD composite maps consisting of the years 
1994, 1997, 2006, 2018 and 2019 are shown in Fig. 7a–d. 
Note that years of positive IOD that coincide with El Niño 
are still included here, which are 1997, 2006 and 2018. The 

composite computation method hopefully minimises the El 
Niño contamination. Because it was also the year of extreme 
El Niño, 2015 is not included as it could significantly 
contaminate the composite map despite the robust compu
tation method. 

The beginning of IOD events is characterised by the low
ering of PWV values around the south-eastern basin, which 
include the south coast of Java and the south-west coast of 
Sumatra (Fig. 7a). This is caused by the cooling of SST in the 
regions as can be seen by the composite map in Saji et al. 
(1999). The increasing of PWV in the western basin appears 
later in July–August (Fig. 7b). This is also in good agreement 
with the wind anomaly field of the composite map of Saji 
et al. (1999), in which during that month an anomalous 
easterly appears that signifies the weakening of the circulation 
cell that caused the increase of evaporation in the western 
basin. Then the anomaly peaked in September–October form
ing a clear dipole structure (Fig. 7c), similar to the SSTA field. 
This similarity with the SSTA field indicates that the 
SST–PWV feedback (Gill 1980) has a significant role in the 
mechanism of IOD. The negative PWVA region expands 
covering almost the whole Indonesia region with the southern 
part being more affected, especially in the regions close to 
the south-eastern pole, i.e. Java and South Sumatra. The 
positive PWVA seems to cover the entirety of East Africa 
that borders the Indian Ocean. During the dissipation phase 
in November–December (Fig. 7d), the east pole dissipates 
quicker than the west, reflecting the seasonal phase-locking 
mechanism: the warming of the eastern basin caused by the 
reduced cloudiness and the increasing solar flux in the equator 
when entering autumn (Saji et al. 1999). This, in turn, 
deepens the thermocline and reduces the surface wind–SST 
feedback that maintains the anomalous pattern (Xie and 
Philander 1994). The area of the significant PWVA is larger 
than the SSTA in this phase, which indicates that the impact 
on PWV persists longer than on SST. This is accompanied by 
the persisting anomalous easterly as seen in the composite 
map of Saji et al. (1999). 

For the negative IOD, the composite analysis cannot be 
done effectively as there are only three occurrences of 
negative IOD events within the observational period. Out of 
the three events, one coincides with La Niña (in 1998) and 
one with a weak La Niña event (in 2016). However, for the 
sake of studying the PWVA structure during negative IOD, the 
1996 IOD is used, which is the one event not accompanied by 
La Niña. This has been confirmed by Meyers et al. (2007) as 
they classified ENSO and IOD events using a multivariate 
index, so the variability from ENSO can be considered filtered 
out for this particular year. Additionally, the DMI is excep
tionally high (negative) for this year and, thus, could serve as 
a good representative of a negative IOD event. 

The PWVA maps during negative IOD in 1996 are shown 
in Fig. 7e–h. The spatial structure is similar to the positive 
IOD but with an opposing sign; we can see here that north
ern Australia is not affected in autumn, which is supposed to 
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be the peak months (Fig. 7g). This indicates that the affected 
north of Australia in the positive IOD composite map is most 
likely due to El Niño contamination. The negative PWVA in 
the western basin actually has higher amplitude during 
November–December (Fig. 7h) and the positive ones 
expand, meaning that the strengthening of the atmospheric 
circulation cell persists longer than the reversal during posi
tive IOD. However, more samples are needed to infer if this 
is the general characteristic of negative IOD or just unique to 
the 1996 event. 

The El Niño composite map is shown in Fig. 7i–l. The 
chosen years to generate this composite map are 2004, 

2006, 2009, 2015 and 2020. These are all the pure El 
Niño events, with the exception of 2006. The IOD effect of 
that year is assumed be eliminated by the robust composite 
map generation method. 

In the El Niño composite map, we can finally see the 
actual structure during an El Niño event. The signature 
ENSO characteristic, which is the high PWVA in the western 
Pacific, is more apparent here compared to that in the 
positive IOD map (Fig. 7a–d). The zonal gradient that 
caused the ONI is highly correlated with PC1, which has a 
dipole structure. The spatial structure clearly differs from 
that of IOD. The high negative PWVA region is more shifted 
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to the east and clearly does not form a peak in the centre of 
the south-eastern basin like the IOD. The peak PWVA value 
is actually located in the centre of Indonesia. So, it can be 
described as just a zonal gradient across the Indian Ocean 
because it does not form a dipole structure as the IOD does. 
During the initiation phase (Fig. 7i), the lowering of PWVA 
starts in the centre of Indonesia and the northern tip of 
Australia, which signifies that the cooling of SST starts in 
this region as opposed to the IOD that starts around the 
south coast of Java, see fig. 2a in Saji et al. (1999). This is 
because the IOD is associated with the reflected coastal 
Kelvin wave on the Indonesian coastline whereas the 
ENSO is associated with the Kelvin wave on the Australian 
coastline (Saji and Yamagata 2003). 

The affected regions during El Niño clearly differ from 
the IOD: in Indonesia, the central part is more affected, 
which includes the centre to the east of Java and southern 
Sulawesi whereas Sumatra is not affected. The impact 
extends to the north, which covers the Philippines along 
with a part of the South China Sea and the Philippine Sea. 
By contrast, in the western boundary, East Africa does not 
get a significant increase in PWV values such as during an 
IOD event. However, the progression period within a year is 
similar to that of IOD, i.e. the initiation that begins in boreal 
spring peaks in autumn and dissipates in winter. This indi
cates that a similar phase-locking mechanism to the IOD also 
operates to maintain El Niño events. 

The La Niña composite map shown in Fig. 7m–p uses 
1999, 2007, 2010, 2017 and 2020 La Niña as the samples. 
These are all pure La Niña years, so the actual characteristics 
of La Niña should be captured accurately here. Similar char
acteristics to El Niño are apparent but with opposing signs to 
the PWVA values. This increases the certainty of the differ
ence in spatial structure between ENSO and IOD as shown 
from the composite maps of El Niño compared to positive 
IOD: a greater impact on the centre of Indonesia and north of 
Australia and low to no impact over the east of Africa. 

The composite maps show the general characteristics of 
extreme ENSO or IOD, although for each occurrence there 

could be a significant difference because of some other 
factors. The reversal of the circulation cell over the TIO 
might not happen even if the SSTA dipole structure is 
formed, which is the case in 2017. To analyse this further, 
a new monitoring index is generated using the altimetry- 
derived PWVA. Adopting the method for DMI computation, 
this new index uses the PWVA difference between the west
ern region (45–65°E, 2.5°S–2.5°N) and the south-eastern 
region (90–105°E, 5–11°S) of TIO. These regions are chosen 
because these are the dipole peaks of PC1 as the PWVA 
dipole mode (Fig. 5b). Since PWV is a proxy variable for 
the convergence zone, this index, hereafter referred to as the 
PWV Dipole Gradient (PWVDG), is thus meant to specifi
cally depict the circulation cell above the TIO. Positive 
PWVDG means the reversal of the circulation cell and nega
tive means the strengthening of the normal circulation cell. 

Since PWVDG can monitor the state of the convection 
cell, specifically the Walker circulation cell over the Indian 
Ocean, which is modulated by IOD and ENSO, this index thus 
serves to monitor the atmospheric coupling of anomalous 
climate events. Analysing this index together with DMI and 
ONI shows how the atmospheric circulation, which is associ
ated with the Bjerknes feedback that explains the ocean– 
atmosphere coupling, progresses along with the events. 

The time series of the PWVDG is shown in Fig. 8. Note 
that 3-month-running mean is performed first to the DMI 
and PWVDG to equalise the spectral components with ONI. 
The ONI involves a 3-month running mean in its computa
tion, supposedly to remove any intra-annual variations. The 
PWVDG correlates highly with DMI with a Pearson correla
tion coefficient of 0.73. This high correlation is clearly 
shown in the time-series plot by some extreme DMI values 
being accompanied by high PWVDG. This means that when 
the SSTA forms a dipole in the TIO, the circulation cell or the 
PWVA field is almost always modulated accordingly. This is 
true for the exceptionally long-lasting high DMI – specifically 
during which the DMI peak exceeds ±1σ for at least 
3 months. In other words, the Bjerknes feedback will only 
be initiated after these criteria are fulfilled. Interestingly, the 

–4
1994 1996 1998 2000 2002 2004

CC PWVDG - DMI = 0.73
CC PWVDG - ONI = 0.55

2006 2008 2010

PWVDG DMI ONI

2012 2014 2016 2018 2020 2022

–2

0

2

4

Fig. 8. Time series of PWVDG superimposed with ONI and DMI. All values are normalised with 
their respective mean and standard deviation.   

F. Nurzaman et al.                                                                Journal of Southern Hemisphere Earth Systems Science 74 (2024) ES23012 

10 



role of the ENSO is also seen here. During some instances when 
the DMI is high but the ONI is low or in an opposing sign, 
the PWVDG value is suppressed, such as in the years 1996, 
2004, 2005 and 2017 with the last being an extreme case. 

The anomalous year 2017 was studied by Zhang et al. 
(2018). They show that the high DMI value was driven by 
the activity of another mode, which is the Sub-tropical 
Indian Ocean Dipole (SIOD). In early 2017, this mode 
reaches its peak, and the negative SSTA pole located in 
the south-eastern Indian Ocean (105°E, 15°S) has a wide 
spatial structure that reaches the south-east TIO and, thus, 
creates a gradient structure in TIO, hence the high DMI 
value. This lasts until the autumn of that year when the 
subtropical dipole structure finally dissipates. Normally, this 
would lead to a positive IOD by the shifting of the negative 
SSTA pole equatorward (Huang et al. 2021). However, this 
does not happen in that year. Instead, sudden warming in the 
eastern TIO occurs, which gives a sudden drop to the DMI 
value later in the year, which might be caused by the ENSO 
forcing from the Pacific or an intra-annual mode (Zhang et al. 
2018). This year is thus dubbed a spurious IOD event. 

In 2018, the DMI is high and the ONI reaches 1σ with the 
same sign, which is supposedly favourable for the initiation 
of SST–PWV feedback. However, this is not the case as the 
PWVDG is low. Upon further inspection using surface winds 
and SST data, positive SIOD occurs in this year, just like 
2017. The wide eastern pole reaches the south-eastern pole 
region of the IOD, thus increasing the DMI value. This is 
followed by a positive IOD in 2019, as in the following year, 
just as theorised by Huang et al. (2021). For further insights, 
the SSTA and surface wind maps along with the altimetry- 
derived PWVA maps are displayed in Fig. 9. Two specific 
months are displayed: June, supposedly the month for the 
IOD initiation phase, and October, supposedly the peak 
phase as described by Saji et al. (1999) and as also shown 
in the previous composite analyses. 

In June of 2017, SIOD activity is clearly seen. The emanat
ing Kelvin wave from the Sumatran west coast that signifies 
the start of IOD is not apparent here, the high SSTA region is 
just the extension of the eastern dipole of the SIOD whose 
peak is located in the south, closer to Australia (Fig. 9a). In 
2018, however, the coastal Kelvin wave has no significant 
SIOD activity (Fig. 9b), similar to that of a normal IOD initia
tion phase as shown in the composite map by Saji et al. (1999; 
fig. 2a), although without the zonal SSTA gradient – unlike 
what happened in 2019 (Fig. 9c), which clearly follows the 
composite maps. The PWVA maps (Fig. 9d, e) show a more 
distinct characteristic that differentiates these 2 years as com
pared to the normal IOD in 2019 (Fig. 9d–f). Both 2017 and 
2018 show a region with high negative PWVA values in the 
centre of TIO and positive values in the southern side. This 
meridional gradient can be interpreted as the modulation of 
the meridional circulation cell due to the activity of the SIOD. 
This could be a hint for identifying another spurious IOD 
event from as early as its initiation phase. 

During the peak phase in October, in 2017 and 2018, 
the normal equatorial westerly is still maintained despite 
the SST zonal difference that causes the high DMI value 
(Fig. 9g, h). We can also see more clearly here the SIOD 
activity in 2018 from the SST structure, which is not visible 
for June, though visible in the PWVA map as the meridional 
gradient. As such, the low SST in the south-eastern basin is 
just an extension of the eastern pole of the SIOD just like in 
2017. The maintained equatorial westerly means that the 
reversal of the circulation cell identical with a positive IOD 
event does not occur, which is seen more clearly in the 
PWVA maps as the dipole anomaly does not develop 
(Fig. 9j, k). In comparison, the equatorial surface winds 
blow westward in 2019 (Fig. 9i), causing the reversal of 
the circulation cell that is represented by the forming of a 
dipole mode in PWVA field (Fig. 9l). Perhaps a change in the 
dipole region of the SST for the DMI computation could be 
made in order to more accurately identify the occurrence of 
IOD events. 

4. Discussion 

A thorough analysis of the water vapour variabilities in the 
TIO is performed using the PWV derived from the altimetry 
satellite’s microwave radiometer. A preliminary analysis is 
conducted to see whether the arbitrary sampling of altimetry 
in the crossover gives a significant bias to the monthly mean 
calculation. Comparison with water vapour data, specifically 
AIRS3STM from a dedicated meteorological satellite Aqua 
shows strong similarity, signified by the high Pearson corre
lation coefficient value (>0.9) and low RMSD. Comparing 
the data again but for the anomaly component, gives signifi
cantly lower similarity with a 0.76 Pearson correlation 
coefficient. However, the differences are normally distrib
uted, which signifies that they are mostly caused by random 
rather than systematic errors from the sampling method. The 
computed RMSD of 2.82 mm is then considered to be 
the standard error of the measurement in further analyses 
for the statistical significance test. 

A standard EOF analysis is performed to determine any 
PWV variability modes that exist in the TIO. Two dominant 
modes are found, with the first mode having a dipole spatial 
structure that explains 18.3%, and the second one having 
a basin-wide homogeneous characteristic with 12.3%. 
Correlation analysis suggests that PC1 correlates with both 
IOD and ENSO whereas PC2 is a lagged impact from ENSO. 
The composite analysis is performed to see the spatio
temporal characteristics more clearly. The ENSO composite 
maps display the zonal gradient structure that aids the 
strong correlation of ONI with PC1, which has a dipole 
structure. The spatial structure clearly differs from the IOD 
– it does not actually form the dipole shape, with the most 
noticeable being the absence of the south-eastern pole 
located close to the south-west coast of Sumatra. 
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Overall, good agreement is found between the generated 
composite maps and those from previous studies, specifi
cally the SSTA and surface wind maps in Saji and Yamagata 
(2003). The PWVA field correlates highly with the wind 
anomaly field, as both describe the structure of the zonal 
circulation cell. Additionally, ONI correlates highly with 
PC1 because of the modulated circulation cell during the 
mature phase of ENSO. The modulated circulation cell over 
the TIO is characterised by the anomalous equatorial surface 
wind (Saji and Yamagata 2003, fig. 14g–h) as well as 
the zonal gradient structure of PWVA, hence the high corre
lation between them. However, the high lag correlation of 

ONI with PC2 is caused by the lagged basin-wide uniform 
polarity SSTA, see fig. 14gh in Saji and Yamagata (2003), 
which in turn causes a basin-wide homogeneous modulation 
of PWVA because of the increased evaporation. 

Based on the gathered results, a simple schematic dia
gram that explains the overall variations of atmospheric 
water vapour over the TIO is given in Fig. 10. The impact 
similarity of the two modes is the modulation of the Walker 
circulation. As such, the co-occurrence of the two modes, 
such as positive IOD with El Niño or negative IOD with La 
Niña can further amplify the modulation of the Walker 
circulation, which would increase the hydrometeorological 
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disaster risk in the nearby regions. In fact, this co-occurrence 
is more likely to occur based on the time-series graph 
in Fig. 8. 

From the composite maps, the impact on PWVA during 
IOD and ENSO can be summarised as follows: the IOD affects 
the south-western part of Indonesia since the peak anomaly is 
centralised in the south-eastern basin of the Indian Ocean, 
clearly affecting south Sumatra and Java more than other 
regions, whereas the ENSO impact is more in the centre of 
Indonesia with a greater effect on South Sulawesi and East 
Java. The milder impact of ENSO can also be seen in the 
Philippines and the surrounding ocean. This impact is also 
shown in the positive IOD composite maps and is highly likely 
the cause of the coinciding El Niño–positive IOD event still 
included in the composite samples, because the 1996 pure 
negative IOD event clearly does not show this impact. East 
Africa appear to be only affected by IOD, whereas the impact 
of ENSO can be seen only around the Somalian coast. 

Using the new PWVDG index shows that the Bjerknes 
feedback is initiated only when the DMI is high and long- 
lasting. A simple statistical analysis of the time series 
suggests that the coupling would initiate if the DMI value 
exceeds ±σ for at least 3 months. The ENSO also has a role 
in modulating the strength of the atmospheric impact in 
which a high DMI event with low ONI would suppress the 
PWVDG value. It is also found that the DMI value can be 
amplified by another mode, which is the SIOD located in the 

southern Indian Ocean. The extreme instance of positive 
SIOD could increase the SST in the IOD south-eastern pole 
region, which then increases the DMI value; however, the 
circulation cell is not affected as shown by the low PWVDG 
value, and such cases occur for years 2017 and 2018. 
Further analyses of the SSTA and surface wind maps 
(Fig. 9) show that the supposed zonal surface wind anomaly 
does not occur, which indicates that the circulation cell is 
not modulated. Compared with the matured El Niño event in 
2019 (Fig. 9i), it is clear that the SSTA spatial structure 
differs. In 2019, the extremely high SSTA region emanates 
from the west coast of Sumatra as Kelvin waves, which is the 
theoretical origin of an IOD event (Saji et al. 1999; Saji and 
Yamagata 2003). Perhaps in the computation method of the 
DMI, more emphasis is needed on the coastal region of the 
TIO eastern boundary for the south-eastern pole SSTA value 
for the index to be able to truly capture IOD events that 
reach a mature phase. Moreover, analysing the initiation 
phase in June shows a clear characteristic of the two spuri
ous IOD events: the PWVA meridional gradient; and the 
negative PWVA region in the centre of the TIO with positive 
PWVA to the south (Fig. 9j, k). This characteristic might be 
useful to predict another spurious IOD year before the 
supposed peak month around October. This emphasises 
the usefulness of using the altimetry-derived PWVA data, 
as the characteristics cannot be seen in the SSTA-surface 
wind maps, specifically for the year 2018. 

Normal October

El Niño

Positive IOD Negative IOD

La Niña

Fig. 10. The schematic diagram for the interannual variability of the Walker circulation cell. The colour shading on the basemap 
symbolises SSTA with blue for negative SSTA and orange for positive. The opaque shade symbolises the atmospheric water 
vapour content, red means dry or low water vapour content and blue means the opposite.   
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5. Conclusion 

The feasibility of using radiometer data of altimetry satellites 
was demonstrated in this paper. The long series of data span
ning 30 years is advantageous for generating a reliable clima
tological model and composite maps, which is needed for 
analysing anomalous climate events. The sparse data resolu
tion still allows for a thorough analysis of large-scale global 
variabilities such as IOD and ENSO. Using the altimetry- 
derived water vapour data, the water vapour variability over 
TIO was studied, specifically showing how the atmospheric 
circulation cell was modulated by the climate modes. One 
notable finding was the characterisation of the spurious IOD 
years, such as 2017 and 2018. Similar PWVA characteristics 
were seen in these 2 separate years from as early as June, 
which is the theoretical IOD initiation phase month. This gives 
a possibility for early identification of spurious IOD events. 

Compared with meteorological satellite imagery, satellite 
altimetry data are compromised due to limited spatial and 
temporal resolution. However, this resolution should theoreti
cally be able to capture large-scale variability and the perform
ance was showcased in this paper. The long continuity of data is 
especially useful as anomalous climatic events can be well 
analysed. Satellite altimetry has been measured for 30 years 
and is planned to continue. Note that this is longer than some of 
the modern meteorological-dedicated satellites. As more time 
passes, the ability to capture anomalous events of longer time- 
scales will improve, such as the interdecadal variation that is 
very significant in climate study. Furthermore, this research 
only uses the Topex/Jason altimetry mission series, and higher 
resolution can potentially be achieved by combining different 
currently available satellite altimetry missions. Therefore, fur
ther research on the utilisation of altimetric satellites is recom
mended for more advanced atmospheric observation. The 
synchronous altimeter–radiometer measurement that is unique 
to satellite altimetry is especially interesting as it synchronously 
measures both sea surface height and water vapour. This 
synchronous measurement of oceanic and atmospheric param
eter should theoretically be useful in studying the ocean– 
atmospheric coupling mechanism and obtaining new insights, 
which is not possible when using only meteorological satellite 
data. Additionally, it is worth mentioning that other variables 
can be obtained from the two instruments, such as the signifi
cant wave height and wind speed from the altimeter and 
cloud liquid water content from the radiometer, which 
shows even greater potential of altimetry satellites. As such, 
altimetric satellites are expected to make more contributions 
in the future to study of the atmosphere, complementing the 
already existing dedicated meteorological satellites. 
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Appendix A1 

We used a constant value of Tm for the conversion of WTC to PWV. Realistically, Tm varies through time and space and when 
there are no measurement data, a model such as GPT2w is generally used. However, the generation of the Tm model is too 
time-consuming for all altimetry data in each footprint with the resources available during the time of this research. 
Therefore, we decided to use the mean value from the GPT2w model instead and then calculate its significance to the 
converted PWV value. The variance of the Tm value can be derived from the GPT2w grid data. The grid data contain the 
parameters needed to create the time series of several variables, one of them being Tm, such as the mean value, and the 
amplitudes of the periodic components (annual and semiannual). The amplitudes of the periodic components, which consist 
of the sine and cosine, can be used to derive the variance of Tm using the formula for a variance of a sinusoidal wave and the 
variance of the sum of uncorrelated variables, which are respectively:  

A= ÷ 22 2 (A1a)   
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A is the amplitude of a sinusoidal wave and Xi is the ith variable from a set of n uncorrelated variables. Thus the variance 
of Tm can be derived as follows:  
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where A1 and B1 are the amplitude of the sine and cosine part of the annual component and A2 and B2 for the semiannual 
component. Note that the annual and semiannual components are uncorrelated because they are sinusoids of two different 
harmonic frequencies. The sine and cosine parts of each component are also uncorrelated as they are perfectly out of phase 
with each other. 

The resulting standard deviation of Tm along with the mean value over the TIO is seen in Fig. A1. From these results, we 
can obtain the minimum and maximum values that are defined by the authors as the minimum mean minus 1.5 times the 
standard deviation and the maximum mean plus 1.5 times the standard deviation. The 1.5 scaling is based on experimenta
tion on a few samples with 1.5 standard deviations a safe approximation for the minimum and maximum value. So the 
minimum Tm value on the altimetry crossover points over the TIO is 283.31 K and the maximum is 288.85 K. Next we 
calculated the PWV value, using these two extreme ends of Tm and with the maximum value of TWD from the data, which is 
42 cm. Note that the maximum TWD value is used so we would not underestimate the approximate deviation. The PWV is 
68.36 mm for the maximum and 67.07 mm for the minimum. Since the chosen Tm value in this study is the middle value 
between the minimum and maximum, this makes the approximate maximum PWV deviation one-half of the difference 
between the maximum and minimum, which is 0.65 mm. 

To determine whether the 0.65-mm PWV deviation is significant, it is compared with the uncertainty of the PWV from the 
effect of the uncertainty of the TWD. Firstly, the TWD to PWV computation formula (Eqn 1) needs to be resolved. With the Tm 
value already set to be the middle value (286.08 K), the Π value can be calculated using Eqn 2. Substituting the calculated Π 
value in Eqn 1, the formula became the following:  

PWV = 0.16122 TWD (A3)  

which is the TWD to PWV formula used in this study. Now, the effect of the uncertainty of the TWD on the PWV can be 
estimated. The TWD uncertainty is 0.74 ± 0.15 cm for Jason-1 (Brown et al. 2004). Since the TWD to PWV conversion 
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Fig. A1. Mean values (a) and the standard deviation (b) of Tm from the GPT2w model (K).   
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formula is just a simple scaling, the uncertainty of the PWV is simply the uncertainty of the TWD multiplied by Π as the 
scaling factor that yields 1.20 ± 0.24 mm. Now we can see that the 0.65-mm PWV deviation due to the use of constant Tm is 
almost half of the PWV uncertainty and hence can be considered insignificant. 

Appendix A2 

Monte-Carlo simulation is a method to find the probability distribution of an analysis result by simulating the generation of 
the analysis several times. Synthetic noise with known parameters is added to the input for each simulation to simulate the 
random error. The chosen number of times of the conducted simulation is 1000, and a simple convergence test is performed 
beforehand by computing the significance test 10 times to conclude that using 1000 simulations was sufficient for the test 
result to be convergent. 

The synthetic noise uses a normally distributed random error generated by MATLAB R2017A. The random error is 
adjusted to have the assumed standard error of the measurement, which is the RMSD generated in Section 3.1, as the 
standard deviation. A 90% two-tailed significance test is conducted by taking the first 5th percentile of the analysis results as 
the critical value. Because the original data already contained the random error, adding another synthetic random error 
would mean that the resulting distribution from the Monte Carlo simulation is exaggerated. Therefore, an adjustment is made 
to narrow the distribution and obtain the assumed original distribution. This adjustment is done by dividing the standard 
deviation by √2 because it is assumed that the random error is doubled after adding the synthetic random error. Adding two 
similar normally distributed variables results in the variance being doubled (Lemons 2002) and so the standard deviation is 
multiplied by √2. For the composite maps, the critical value should exceed 1.41 mm, which is half of the standard error for 
the anomaly, to be considered significant.    
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