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analyses 

Owing to the endangered nature of spotted handfish, and as the sampling was opportunistic, the sample 

numbers for each ‘collection’ did not reach a preferred sampling size of N = 30 per collection (7/8 collections 

where N < 40). Fig. S1 below shows the range in total length of individuals from each collection, with the 

HW2006 individuals the smallest in size. 

 

Fig. S1. Average total lengths of spotted handfish sampled for genomic analyses. 
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SNP processing 

Genomic DNA from the spotted handfish individuals was sent at room temperature to AGRF in Melbourne, 

Australia for SNP genotyping (by their in-house Genotype-by-Sequencing (GBS) service). The AGRF in-house 

library preparation and GBS included (and as outlined in Lynch et al. 2020): 

• DNA digestions with two restriction enzymes (EcoRI and MspI; determined from a GBS establishment 

service); 

• ligation of barcoded adapters; 

• size selection of pooled digested-ligated fragments; 

• amplification of libraries by PCR using indexed primers; 

• sequencing on an Illumina NextSeq platform flow cell (Illumina Inc., USA) with 150 cycles in MID-output 

mode according to their in-house GBS methodology 

AGRF then processed the raw reads using their in-house bioinformatic pipeline which included: 

• raw sequences were demultiplexed, checked for read quality and restriction site presence and trimmed; RAD-

tags were analysed with Stacks software (ver. 1.47, http://catchenlab.life.illinois.edu/stacks/; Catchen et al. 

2011, 2013) resulting in a separate FASTQ file for each sample) (using ‘process_radtags’ in Stacks); 

• sequence reads were aligned into matching stacks/tags from which loci were formed and SNPs are detected 

(using ‘ustacks’,’cstacks’ ‘sstacks’ in Stacks); 

• parameters used to define a ‘stack’ and resulting subsequent SNPs for each individual from the catalogue 

included: a minimum depth coverage of two to create a stack; disabling haplotype calls from secondary 

reads; one mismatch allowed between sample tags when generating the catalogue; a minimum of five reads 

to call a homozygous genotype and a heterozygote was called when the frequency of the minor allele in a 

stack was <0.1 across the entire dataset and 

• AGRF provided the post processed SNPs as raw and unfiltered SNP output in a variant call format (VCF) file. 

High performance computing SNP filtering 

Individuals in the VCF file were renamed using bcftools reheader (ver. 1.10, 

http://samtools.github.io/bcftools/bcftools.html#reheader; Li et al. 2009) and filtered initially using VCFtools 

(ver. 0.1.14, https://github.com/vcftools/vcftools; Danecek et al. 2011) using the CSIRO high performance 

computing platform, with an initial high-level filtering undertaken by treating all individuals as belonging to 

one group. This filtering removed: 

• sites whose minor allele frequency was too low (as a result of sequencing or alignment errors); 

• kept loci that were genotyped in at least 50% of individuals and 

• where multiple SNPS were detected on the same fragment, a single SNP was randomly chosen for the analyses 

to avoid linkage disequilibrium between SNPs 

http://catchenlab.life.illinois.edu/stacks/
http://samtools.github.io/bcftools/bcftools.html#reheader
https://github.com/vcftools/vcftools
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R filtering 

The VCF file was further filtered and converted (i.e. before population genomic analyses) in R (ver. 3.5.1, R 

Foundation for Statistical Computing, Vienna, Austria, see https://www.R-project.org/) using R-Studio (ver. 

1.1.463, RStudio, Inc., Boston, MA, USA, see http://www.rstudio.com/) with the following R packages: vcfR 

(ver. 1.8.0, see https://cran.r-project.org/web/packages/vcfR/index.html) and dartR (ver. 0.91,  see 

https://CRAN.R-project.org/package=dartR) (Knaus and Grünwald 2017; Gruber et al. 2018). This consisted 

of: 

• filtering out loci that were monomorphic in all collections; 

• filtering on a call rate per individual and collection of > 0.85; 

• ensuring loci with a maf > 0.025 were used and utilising loci that were polymorphic in at least one collection 

and 

• using loci in Hardy–Weinberg Equilibrium (HWE) across all collections individually 

Population genetic analyses – diversity, proximity and structure 

In R (ver. 3.5.1) and RStudio (ver. 1.1.463), the following population genetics packages were used to analyse 

the SNP loci per collection: 

• adegenet (ver. 2.1.1, see https://cran.r-project.org/web/packages/adegenet/index.html; Jombart 2008; Jombart 

and Ahmed 2011); 

• diveRsity (ver. 1.9.90, see https://cran.r-project.org/web/packages/diveRsity/index.html; Keenan et al. 2013); 

• hierfstat (ver. 0.04.22, see https://cran.r-project.org/web/packages/hierfstat/index.html; Goudet 2005) and 

• genepop (ver. 1.1.2, see https://rdrr.io/cran/genepop/; Raymond and Rousset 1995; Rousset 2008). 

Stand-alone versions of PGDSpider (ver. 2.1.1.5, see http://www.cmpg.unibe.ch/software/PGDSpider/; 

Lischer and Excoffier 2012) and Arlequin (ver. 3.5, see http://cmpg.unibe.ch/software/arlequin35; Excoffier et 

al. 2005; Excoffier and Lischer 2010) were used for additional file conversions, genetic diversity analyses and 

AMOVA (Analysis of Molecular Variance). AMOVA, based on genotypes and pairwise squared Euclidean 

distances between individuals, was undertaken to assess the overall structure of the spotted handfish 

populations. This method detected collection differentiation based on covariance components (leading to Φ 

statistics) corresponding to different hierarchical levels. We considered these Φ statistics analogous to F-

statistics (i.e. a measure of the correlation between genes drawn at different hierarchical levels in collections 

(Wright 1949). Pair-wise collection differentiation estimates (based on FST (Wright 1949) and based on the Weir 

and Cockerham 1984 implementation) were also undertaken in Arlequin. FST values range from 0 to 1, with 

high FST values implying considerable differentiation among collections. Significance for all tests was assessed 

following 10 000 permutations and P-values for each pairwise comparison were corrected following the 

conservative Benjamini and Yekutieli (2001) (false discovery rate correction) approach. 

https://www.r-project.org/
http://www.rstudio.com/
https://cran.r-project.org/web/packages/vcfR/index.html
https://cran.r-project.org/package=dartR
https://cran.r-project.org/web/packages/adegenet/index.html
https://cran.r-project.org/web/packages/diveRsity/index.html
https://cran.r-project.org/web/packages/hierfstat/index.html
https://rdrr.io/cran/genepop/
http://www.cmpg.unibe.ch/software/PGDSpider/
http://cmpg.unibe.ch/software/arlequin35
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We tested for Isolation by Distance (IBD) by a redundancy analysis (RDA) (as implemented in vegan, ver. 

2.5–7, J. Oksanen, F. G. Blanchet, M. Friendly, R. Kindt, P. Legendre, D. McGlinn, P. R. Minchin, R. B. 

O’Hara, G. L. Simpson, P. Solymos, M. H. H. Stevens, E. Szoecs, and H. Wagner, see https://cran.r-

project.org/web/packages/vegan/index.html). The latitude and longitude (in decimal degrees, from the 

Transverse Mercator projection in the GDA_1994 MGA Zone 55 coordinate system) for the mid-points of 

polygons representing each sampling site were used as inputs for calculating distances (km) between the sites 

(over water) (these geographic distances were the environmental or explanatory variables), while genetic 

distance was based on pairwise FST values as calculated in Arlequin. Significance of the RDA model was based 

on 10 000 permutations This was a linear multivariate constrained ordination analysis with the RDA model 

showing 100% of the variation in genetic distance among the collections was explained by geographic distance 

(with adjusted R2 = 1.000, P < 0.05) (see Fig. S2. and S3). 

 

Fig. S2. Isolation by Distance testing for spotted handfish based on RDA analyses in vegan (ver. 2.5–7), where the linear 

model tested the regression between genetic distance (FST values; the response variable) and environmental data (i.e. the 

geographic distance; the explanatory variable). Symmetrical scaling (which scales the FST distance by the square root of 

the eigenvalues) was used. 

 

Fig. S3. RDA (model testing regression between spotted handfish genetic distance and geographic distances) screeplot 

from vegan (ver. 2.5–7) (eigenvalues for the constrained axes). 

https://cran.r-project.org/web/packages/vegan/index.html
https://cran.r-project.org/web/packages/vegan/index.html
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A Mantel (Mantel 1967) test (implemented in Arlequin, ver. 3.5; Excoffier et al. 2005; Excoffier and Lischer 

2010) which also tested the proportional increase in genetic distance as geographic distance between sampling 

sites increased (as recommended by Legendre and Fortin 2010; Diniz-Filho et al. 2013; Legendre et al. 2015; 

Meirmans 2020) also confirmed the RDA-IBD outcomes (r = 0.449, P = 0.017). 

Additionally, the number of genetic groups in the spotted handfish SNP dataset was estimated using Bayesian 

clustering algorithms implemented in STRUCTURE (ver. 2.3.4, see 

https://web.stanford.edu/group/pritchardlab/structure_software/release_versions/v2.3.4/html/structure.html) 

(Pritchard et al. 2000) run using admixture models (without a priori knowledge of location) with correlated 

allele frequencies with K (the number of clusters) set between 2 and 10; ten independent runs per K value were 

undertaken. The STRUCTURE algorithm inferred the proportion of ancestry from each cluster. Each run had a 

burn‐in of 200 000 followed by 1 000 000 iterations. The simulations were implemented for computing 

parallelisation using the StrAuto python script (Chhatre and Emerson 2017). 

We then used Structureharvester (ver. 0.6.94, see http://taylor0.biology.ucla.edu/structureHarvester/; Earl 

and Vonholdt 2012) to examine the STRUCTURE result and used the ΔK method to determine the optimal 

clustering level (Evanno et al. 2005). We processed the ten STRUCTURE runs using the Greedy algorithm in 

clumpp (ver. 1.1.2, see https://rosenberglab.stanford.edu/clumpp.html; Jakobsson and Rosenberg 2007) testing 

1000 random input order repeats per K. We did not detect evidence of multimodality for the most likely K (2) 

considering native and introduced invaded ranges using clumpak (Kopelman et al. 2015) although additional 

likely sub-structuring was detected by Structureharvester, as indicated by the Delta K values > 2.5 (see Fig. S4). 

Finally, clustering analysis was visualised with distruct (ver. 1.1, see 

https://rosenberglab.stanford.edu/distruct.html; Rosenberg 2004). 

 

Fig. S4. Evanno output from Structureharvester, analyses based on 4172 SNPs in the eight spotted handfish (B. hirsutus) 

collections. Delta K is shown in panel D. 

DAPC (Discriminant Analysis of Principal Components), a multivariate, non-model sequential method that 

identifies clusters of genetic variation maximised between clusters of individuals and minimised within clusters 

https://web.stanford.edu/group/pritchardlab/structure_software/release_versions/v2.3.4/html/structure.html
http://taylor0.biology.ucla.edu/structureHarvester/
https://rosenberglab.stanford.edu/clumpp.html
https://rosenberglab.stanford.edu/distruct.html
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(Jombart et al. 2010; Pritchard et al. 2000; Grünwald and Goss 2011) was also used. DAPC provided the 

determination of genetic clusters using synthetic variables (i.e. discriminant functions) and derived probabilities 

of membership (i.e. the genetic proximity of individuals to the different clusters) into different groups. Data 

were first transformed using principal components, with clusters then identified with discriminant analysis 

(without making assumptions of panmixia). As outlined by Jombart et al. (2010), one third of the principle 

components were retained in the current DAPC analysis so that discriminant functions were not overfitted. 

We also estimated contemporary gene flow using Bayesian methods in the program BayesAss (ver. 3.0.4, 

see https://github.com/brannala/BA3/releases; Wilson and Rannala 2003) (Table S1). This analysis estimated 

the rates and direction of recent gene flow between the sampled locations. An initial run was conducted using 

the default parameters for allelic frequency (a), gene flow rate (m) and inbreeding (f). Delta values were 

modified in subsequent runs to ensure that proposed changes between chains at the end of the run were 20–40% 

(Wilson and Rannala 2003). Mixing parameters for subsequent runs were: ∆a = 0.5, ∆m = 0.3, ∆f = 0.7. We 

performed five runs using different random seeds. Diagnostics of the MCMC output and convergence were 

analysed in the software Tracer (ver. 1.7.1, A. Rambaut, M. A. Suchard, D. Xie, and A. J. Drummond, see 

http://beast.bio.ed.ac.uk/Tracer).  

 

Table S1. Contemporary gene flow estimations among eight collections of spotted handfish 

(B. hirsutus) 

Mean (s.d.) dispersal rates (from five independent runs) estimated with BayesAss 3.0.4, based on 153 

genotyped individuals and 4172 SNPs. The eight collections were coded as: [0] BP2007; [1] HW2006; [2] 

MAB2007; [3] MR2006; [4] OP2008; [5] RB2008; [6] TR2007; [7] TR2008. The coefficient m represents the 

proportion of immigrants in the collection 

Collection Direction Mean (s.d.) Collection Direction Mean (s.d.) 
BP2007 m[0][0]: 0.733 (0.033) OP2008 m[4][0]: 0.012 (0.011) 
 m[0][1]: 0.083 (0.035)  m[4][1]: 0.012 (0.011) 

 m[0][2]: 0.041 (0.026)  m[4][2]: 0.073 (0.026) 

 m[0][3]: 0.041 (0.026)  m[4][3]: 0.012 (0.011) 

 m[0][4]: 0.020 (0.019)  m[4][4]: 0.833 (0.033) 

 m[0][5]: 0.037 (0.027)  m[4][5]: 0.031 (0.020) 

 m[0][6]: 0.020 (0.019)  m[4][6]: 0.012 (0.011) 

 m[0][7]: 0.020 (0.019)  m[4][7]: 0.012 (0.011) 

HW2006 m[1][0]: 0.017 (0.016) RB2008 m[5][0]: 0.006 (0.006) 
 m[1][1]: 0.860 (0.036)  m[5][1]: 0.006 (0.006) 

 m[1][2]: 0.017 (0.016)  m[5][2]: 0.027 (0.013) 

 m[1][3]: 0.017 (0.016)  m[5][3]: 0.006 (0.006) 

 m[1][4]: 0.017 (0.016)  m[5][4]: 0.013 (0.009) 

 m[1][5]: 0.034 (0.023)  m[5][5]: 0.923 (0.020) 

 m[1][6]: 0.017 (0.016)  m[5][6]: 0.007 (0.006) 

 m[1][7]: 0.017 (0.016)  m[5][7]: 0.007 (0.006) 

MAB2007 m[2][0]: 0.014 (0.013) TR2007 m[6][0]: 0.009 (0.009) 
 m[2][1]: 0.014 (0.013)  m[6][1]: 0.009 (0.008) 

 m[2][2]: 0.803 (0.034)  m[6][2]: 0.018 (0.012) 

 m[2][3]: 0.014 (0.013)  m[6][3]: 0.009 (0.009) 

https://github.com/brannala/BA3/releases
http://beast.bio.ed.ac.uk/Tracer
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Collection Direction Mean (s.d.) Collection Direction Mean (s.d.) 
 m[2][4]: 0.101 (0.031)  m[6][4]: 0.009 (0.009) 

 m[2][5]: 0.022 (0.019)  m[6][5]: 0.074 (0.022) 

 m[2][6]: 0.014 (0.013)  m[6][6]: 0.789 (0.026) 

 m[2][7]: 0.014 (0.013)  m[6][7]: 0.081 (0.023) 

MR2006 m[3][0]: 0.015 (0.014) TR2008 m[7][0]: 0.012 (0.012) 
 m[3][1]: 0.015 (0.014)  m[7][1]: 0.013 (0.012) 

 m[3][2]: 0.015 (0.014)  m[7][2]: 0.012 (0.012) 

 m[3][3]: 0.879 (0.033)  m[7][3]: 0.012 (0.012) 

 m[3][4]: 0.029 (0.019)  m[7][4]: 0.021 (0.016) 

 m[3][5]: 0.015 (0.014)  m[7][5]: 0.051 (0.023) 

 m[3][6]: 0.015 (0.014)  m[7][6]: 0.102 (0.029) 

 m[3][7]: 0.015 (0.014)  m[7][7]: 0.773 (0.030) 
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