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Abstract. This paper provides a formal mathematical representation of a wildfire simulation, reviews the most common

scoring methods using this formalism, and proposes new methods that are explicitly designed to evaluate a forest fire
simulation from ignition to extinction. These scoring or agreement methods are tested with synthetic cases in order to
expose strengths and weaknesses, and with more complex fire simulations using real observations. An implementation of

the methods is provided as well as an overview of the software package. The paper stresses the importance of scores that
can evaluate the dynamics of a simulation, as opposed tomethods relying on snapshots of the burned surfaces computed by
the model. The two new methods, arrival time agreement and shape agreement, take into account the dynamics of the
simulation between observation times. Although no scoring method is able to perfectly synthesise a simulation error in a

single number, the analysis of the scores obtained on idealised and real simulations provides insights into the advantages of
these methods for the evaluation of fire dynamics.
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Introduction

Model evaluation usually requires comparing predicted to
observed values and is critical to establish potential errors and

credibility (Appel et al. 2011). Forest fire propagation models
have been developed for over 60 years. Originally these models
provided a scientific method to determine a propagation speed

that could easily be compared with observed rate of spread. The
comparison only involved simple statistics.With the availability
of computer simulation, fire growth models became available
and required new scoring methods. A few specific or widely

recognised mathematical or statistical methods were developed
to evaluate their results (Fujioka 2002). However, defining
scoring methods for such models is not straightforward, as there

is a strong diversity in model’s intents and scales, as well as
diversity in available observations.

Depending on their purpose, the forest fire models have been

built to predict either the stationary zero-dimensional propaga-
tion speed (Rothermel 1972) or the full fire front evolution over
time (Linn et al. 2002; Finney 2004). This paper focuses

on models that can provide results at the scale at which
the phenomenon is most usually observed (several hectares),
e.g. Firestation (Lopes et al. 2002), Farsite (Finney 2004),
ForeFire (Filippi et al. 2010) and many others that may be

found in Sullivan (2009). It is important to note that using a
scoring method will definitely not help to find the best model.
All of these models have some kind of parameterisation and are

sensitive to the quality of input data (e.g. wind, fuel). This set of
methods can help to better estimate these parameters when
observation is available. Error methods are also required to

estimate a confidence level in case of perturbed ensemble
simulations or model ensemble simulations.

Many scoring methods are readily available in the literature;
most of these methods come from the field of image analysis or

geophysics. A few of them have been specifically developed for
fire models (Fujioka 2002). This paper focuses only on those
that have been applied to forest fire simulation evaluation. If all

these methods succeed in computing an error, they sometimes
disagree andmost of them are built to compare an observation to
a simulation result at a given observation time, without taking

into account the dynamical aspect of the observed and simulated
fires.Moreover, a score is only applicable if it is compatiblewith
operational forecast and takes into account the observation data

available in that context.
Some reviews and investigations have been proposed for

evaluation methods (Fujioka 2002), synthesised and extended
by Finney (2000) in an internal report for the United States
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Department of Agriculture. The main conclusion is that it is very
difficult (if not impossible) to synthesise simulation error in
a single number and that a visual analysis provides a much

better representation of the models performance for the trained
analyst. We agree that trying to provide a model score for a
limited set of observations of fire occurrence is not relevant to

estimatemodel performance.Nevertheless, andmuch likeFinney
(2000), we believe that an analysis of a large dataset may be
appropriate if it is possible to identify the necessary data and

develop quantitative and objective tools to carry out the testing.
This paper provides a formalmathematical representation of a

wildfire, reviews existing scoring methods using this formalism,
proposes new methods and presents the associated tool that may

be used to compute these scores. Using the proposed software,
these methods are applied to synthetic simulation cases that are
designed to expose their strengths and weaknesses. The methods

are then tested for the simulation of two Mediterranean fires
using observations that were available for the event. Finally, an
overview of the software package is given, along with some

recommendations about what methodmay be best appropriate to
compare wildfires and to estimate simulation error.

Methods

Representation of a fire front and notation

This section focuses on the mathematical representation of the
state of a firespreadmodel seen as a dynamicmodel. In addition to

the model’s state, other data is manipulated to carry out a wildfire
simulation, such as elevation, fuel distribution andwindmaps, but
these datasets are neither a direct observation of a wildfire or

prognostic results of the simulation. Fuel evolution over time
(burned, suppressed, water quantity), fire area and fire surfaces
are the typical data found in existing wildfire observation data-

bases, even if available instruments do limit the quantity and
quality of information that is available.After analysing the French
Promethee database, the European EFFIS database and fire
reports, one can note that different information levels, types and

formats can exist in different forest fires data sources. A formal,
mathematical representation of a forest firemust represent all this
available information that can be divided in four levels.

For the simplest data, each event is composed of a time of
occurrence, a scalar expressing the total area burned and an
imprecise localisation (a location name or reference index in a

low resolution grid used by firefighters). For the second level, the
data are composed of one or many accurate ignition points, an
ignition time and the final burned surface in the formof a polygon.

In the third level of data, it is possible to find timely information
about the evolution of the fire front over time, essentially the
global fire perimeter over time, but also the time at which the fire
reached specific locations (such as a road, a house, a ridge).

Finally the most detailed data contains information about the
actions performed by the firefighters and specific local informa-
tion (e.g. flame height, intensity and spot-fire). Reports also often

contain information about the wind, temperature and moisture
evolution, but even if this information is important to simulate a
wildfire, such information does not constitute a direct result of a

wildfire propagation simulation to be evaluated.
No systematic file format exists for these datasets, but the

relative simplicity of the first two levels make them easy to
manipulate and transform. The data with the best quality and in

the largest quantity is usually available in reports from the
firefighters, with images and maps that must be manually
processed in order to be digitally manipulated.

Mathematical notation required to formalise scoring methods
must be able to represent themost complex available information.

Fire representation

Let t be the time andX the spatial position.We introduce the fuel
consumption a(t,X ) which is the ratio between the fuel mass

available at t and position X, and the fuel mass initially available
at X. It is set to 0 wherever no fuel has been burned yet, and to 1
where all of the fuel has been consumed. At locations where
the fire is active, a(t,X ) is between 0 and 1, depending on what

proportion of fuel has been burned, relative to the amount of fuel
initially available. For example, a(t,X ) is 0.8 when 80% of the
fuel initially available atX has been burned. Note that a(t,X )may

also be in ]0,1[ at locations where the fire is not active anymore
but did not burn all fuel. In locations where no fuel is available,
no combustion can take place and a(t,X ) is set to 0, for any t.

The frontF(t) is defined as the closure of the regionwhere the
fuel is being burned at t: FðtÞ ¼ fX jaY ðt;X Þ > 0g where aY
(t,X ) is the time derivative of a(t,X ). The burned area is defined

as SðtÞ ¼ fX jaðt;X Þ > 0g. The first-arrival time of the front at
X is set toþN if the front never reaches X, otherwise it is set to
t(X )¼ inf{t|a(t,X ). 0}.

We identify the observed values with the exponent (super-

script) o. For instance, the observed burned area at t is So(t).

Model’s state

In order to describe the full state of the model, the fuel con-
sumption is needed as well as its time derivative that identifies
the regionswhere the fire is active. The state of the system is thus

defined as s(t,X )¼ (a(t,X ),aY(t,X )).

Additional notation

We note |S| the area of the surface S. Using the Heaviside

function H, defined so that H(x)¼ 0 if X# 0 and H(x)¼ 1 if
X. 0, we have |S(t)|¼ R

H(a(t, � )). We denote qS the boundary
of S, and |qS| the length of the curve qS.

We denote O the complete domain of interest. We assume
that S(t), SoðtÞ � O for any time t.

The simulation is run from t0 to tf , and the observed fire is

active from to0 to at most tof where it is observed that the fire
has stopped – note that the fire might have stopped earlier.
Depending on the available information, tof may not be avail-

able. The final simulation time used to carry out the simulation
can be: (1) the time tXf atwhich the simulated fire arrived to self-
extinction – this is the only final time that can be used to forecast
the final burned area, when observations are still unknown;

(2) the time tof when the final observation is taken; (3) the time
t=f at which the area of the simulated fire equals the area of
the observed burned surface or (4) the time tf at which the

simulated fire has the best agreement with the observations.

Review of error evaluation methods

Visual comparison has traditionally been the main means of
comparing observed and simulated fire patterns. It appears that it
is more relevant to compare fire front shapes over time than
comparing fields because the phenomenon is active only at the
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interface between burned and unburned fuel. Because of this
specificity, most methods applied to forest fire evaluation come
from the fields of image analysis and geospatial statistics. Far

from being exhaustive, this review tries to present several
methods that have been employed to study forest fires.

Sørensen similarity index

Sørensen similarity coefficient (or Sørensen similarity index)
is a statistical index, introduced in botany by Sørensen (1948).

It computes the value (portion) of similarity between two sam-
ples. Perry et al. (1999) used this index to assess the agreement
of fire simulation with observation.

Sørenson index specifically calculates the degree of inter-

agreement between two sets. Here the two sets are the simulated
and observed burned areas. Intersection of the two burned
areas is divided by total burned areas. The result is a value

between 0 and 1; 1 means a perfect agreement between obser-
vation and simulation, and 0 means there is no agreement.
Sørenson similarity index is:

S ¼ 2jSoðtÞ \ SðtÞj
jSoðtÞj þ jSðtÞj ¼

2
R
Hða0ðt; �Þaðt; �ÞÞR

Hða0ðt; �ÞÞþ R
Hðaðt; �ÞÞ ð1Þ

Score range: [0,1]

Best score: 1.

Jaccard similarity coefficient

Jaccard similarity coefficientwas originally developed by Jaccard
(1901). It is a statistical index similar to the Sørensen index.

Jaccard’s index is also a straightforward comparisonmethod.
The value is defined as the area of the intersection divided by the
area of the union of the two sample sets (simulated and observed
burned surfaces). The value ranges between 1 and 0, where 1

means perfect similarity between the two sets and 0 means
disagreement. Jaccard similarity coefficient is:

J ¼ SoðtÞ \ SðtÞ
SoðtÞ [ SðtÞ
����

���� ¼ 2
R
Hða0ðt; �Þaðt; �ÞÞR

Hða0ðt; �ÞÞ þ aðt; �Þ ð2Þ

Score range: [0,1]
Best score: 1.

Kappa statistics

Kappa coefficients, which are statistical measures of agreement,
have been developed by Cohen (1960). They have gained wide-
spread use in assessing model-simulated vegetation distribution

(Diffenbaugh 2003). In the field of forest fire error, kappa sta-
tistics have been used by Arca et al. (2007) for the estimation of
the error of the Farsite simulator (Finney 2004) in a Mediterra-

nean area. They have also been used to compare and detect
changes in vegetation maps (Monserud and Leemans 1992).

Cohen’s kappa coefficient is a statistical measure of inter-

rater agreement for several categories and a method to classify
the accuracy (Cohen 1960; Banerjee et al. 1999) that relies here
on a cell by cell comparison between observed and simulated
datasets to construct an errormatrix. Kappa quantifies an overall

agreement that is relative to the whole domain area minus
possible random agreements (an overall probability that a region
is either burned or unburned).

Relative agreement between two compared maps is esti-
mated by:

Pa ¼ jSoðtÞ \ SðtÞj
jOj þ jOnSoðtÞ [ SðtÞj

jOj ð3Þ

Random agreement is calculated as:

Pe ¼ jSoðtÞjjSðtÞj
jOj2 þ jOnSoðtÞjjOnSðtÞj

jOj2 ð4Þ

After the probability of agreement by change is removed, the

kappa coefficient reads:

K ¼ Pa � Pe

1� Pe

ð5Þ

If kappa equals 1, there is a perfect agreement; if kappa

equals 0, there is no agreement between simulated and observed
firemaps. Negative values occurwhen agreement isweaker than
expected but this rarely happens. Following Landis and Koch

(1977), the interpretation of kappa values is provided in Table 1.

Ratio of areas

This method is a ratio of selected areas between observed and
simulated fire shapes. It was introduced by Fujioka (2002). It
describes the accuracy of agreement between two raster maps.

The ratio of the areas is the sum of ratios between observed and
simulated burned sector areas. In simple cases (like an ellip-
soidal fire), the sectors divide the burned surfaces in portions

that originate from the ignition. Each sector spans the region
between the angles h and hþDh, where the angle h is defined
from a reference direction (usually north) and Dh represents the
angular length of the sector. If the observed area is larger than
the simulated area this ratio is greater than 1, so it must be
divided by the union of the two areas.

Although this method can be used to estimate simulation
error, it is important to note that it has been primarily designed to
estimate local error in order to dynamically fit simulation
parameters and to enhance simulation results that are obtained

while the fire is running.
Let ADhh be the simulated burned area of the sector between

the angles h and hþDh. Let Ao
Dhh be its observed counterpart.

The ratio of the areas reads.

RA ¼ Dh
2p

X
h¼0;Dh2Dh;...;2Dh�Dh

Ao
DhðhÞ

ADhðhÞ ð6Þ

Score range: [0,þN].
Best score: 1.

Table 1. Interpretation of kappa values

Kappa range Interpretation

,0 No agreement

]0.0,0.2] Slight agreement

]0.2,0.4] Fair agreement

]0.4,0.6] Moderate agreement

]0.6,0.8] Substantial agreement

]0.8,1.0] Almost perfect agreement.
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Note that the score can be equal to 1 even if the simulation is
not perfect. Indeed, among the different angles, there can be
compensations between ratios higher than 1 and lower than 1.

Also note there may be large errors in directions where the front
stayed close to the ignition point.

In case the burned surfaces are not convex, additional

treatments should be carried out because the sectors are more
complex to define. However, in this paper, we do not use these
ad hoc corrections that depend on the simulated case that cannot

be automated. As a consequence, the sectors all start from the
ignition point.

Propositions of two new evaluation methods

The previous method may be automatically applied for simple
shapes (ellipses or convex shapes) where a distance from the
ignition point corresponds directly to a measure of the front

propagation distance. Although this is usually true in constant
fuel and topography conditions, this may not be the case with
changing wind, complex terrain and heterogeneous fuels.

Moreover, poor information about wind or ignition point might
result in very similar, but rotated or translated shapes that may
not necessarily represent a wrong behaviour of the simulation

model. Kappa coefficients require the definition of an area of
interest (evaluation domain), whereas others only take into
account observed and simulated areas. The problem here is that
there exists no formal way to determine the extent of the eval-

uation domain. As pointed out in Finney (2004), a simulation is
also successful if it has effectively reproduced the area where
fire has not been propagated (and observed).

Most previous methods compare an observed fire to a
simulated fire at the same time (i.e. the observation time) (Arca
et al. 2007). This creates a large dependency of the error on the

observation time, which is often not precisely evaluated – even
the fire duration is uncertain as it lies between an estimated fire
ignition and some time when the fire is ‘fully extinguished’. In
particular, these methods are unable to identify a simulation

that would have provided a good or bad fire shape at interme-
diate times.

A general approach could be to keep the simulation running

until the fire stops, and to compare final burned shapes,
whatever the final observation and simulation times. The
problem here is that fire simulation models are usually run with

very poor information about the fire suppression events, and
they often make use of stationary models for the rate of
propagation (such as in the Rothermel model). Hence, there is

no real final simulation time as simulation is likely to run until
there is no more burnable fuel.

Another approach would be to compare the full simulation to
one observation at some time, taking into account every interme-

diate state or step to provide a composite score. The arrival time
agreement and shape agreement methods have been built to
address these two issues. The first method is better suited

to evaluate a simulation on a fully extinguished fire, whereas
the second method may be better adapted to evaluate a running
fire simulation.

Arrival time agreement

The arrival time agreement is based on the simulated arrival
times (denoted T(X ) at point X ) and the observed arrival times

To(X ). Nevertheless, To(X ) is usually unknown because
observations are only available for a few times (sometimes just
one, when the fire has stopped). When a burned surface is

observed at time to, we setTo(X ) to to at all pointsX in the burned
surface. Hence To(X ) is an upper bound on the arrival time. If
several burned surfaces are observed at different times, we set

To(X ) to the minimum time at which X is known to be burned.
We define the score at time to, which takes into account only

the observations known at to. In practice, one will often choose

to¼ tof, but the score is defined more generally for as.

ATA ¼ 1� 1

jSðtÞ [ SoðtoÞjmax ðtf ; toÞ � to0

�

R
SðtÞ\SoðtoÞ max ðTðX Þ � ToðX Þ; 0ÞdXR

SðtÞnSoðtoÞ max ðto � TðX Þ; 0ÞdXR
SoðtoÞnSðtf Þ max ðto � ToðX ÞÞdX

2
6664

3
7775 ð7Þ

Score range: [0,1]
Best score: 1.

The score is composed of three integrals. The first one is the
discrepancy between simulated and observed arrival times at
locations burned in the simulation and in reality. When the

difference T(X ) – To(X ) is negative, we cannot conclude that
the simulated fire arrived too early because To(X ) is an upper
bound on the arrival time; hence the maximum time taken

between T(X ) – To(X ) and 0. The second integral is for
locations that were burned in the simulation but not in reality.
This may because of early burning, with an advance in time of
at least to– T(X ). Similarly, the third integral is for locations

that are not burned by the simulation at time tf so that the delay
is at least tf – T

o(X ).
If we know that to is greater or equal to tf

o, any point in |S(tf)\

So(to)| should never have been burned. In this case, we can
replace the second term max(to – T(X ), 0) with |tf – T(X )|.

Shape agreement

When an observed burned area So(to) is given for time to only,

this observation provides some information about the other
times: for times t, to, the area burned at t is included in So(to),
and for times t, to , the burned area at t includes So(to). Con-
sequently, whenever a simulation, whose exact dynamics are

known, does not satisfy these conditions this should lead to some
penalisation. Following this idea, we introduce the shape
agreement over time that accumulates errors in time for the

misplaced burned areas in the simulation:

SA ¼ 1� 1

tf þmaxðt0; to0Þ
Z
�maxðt0;to0Þ;t0�

SðtÞj jnSoðtÞ
SðtÞj j dt

"

þ
Z
½to;tf ½

SoðtoÞj jnSðtÞ
SoðtoÞj j

#
ð8Þ

The first term corresponds to the area burned in the simulation
but not burned in reality until to. The second term corresponds to
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unburned areas in the simulation that are known to be already
burned at to in reality.
Score range: [0,1]

Best score: 1.
This score can be extended for the case where there

are several observations at different times to(1),y,to(n). If we

denote in addition to(0)¼max(t0,t
o
0) and to(nþ1)¼ tf, then the

score reads.

SA ¼ 1� 1

T

Xn
i¼1

Z
�toði�1Þ;t

o
ðiÞ�

SðtÞj jnSoðtðiÞÞ
SðtÞj j dt

"

þ
Z
½toðiÞ;toðiþ1Þ½

SoðtoðiÞÞ
��� ���nSðtÞ

SoðtoðiÞÞ
��� ��� dt

3
75 ð9Þ

where T¼ t(1)
o – t(0)

o þ 2(t(n)
o – t(n)

o) þ t(nþ1)
o – t(n)

o.
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Fig. 1. Full error: the observed (a) and simulated (b) burned surfaces are disjoint. The grey scale represents

the time in seconds, axes units are metres. Variables in the above table uses the following naming scheme: S

for Sørensen similarity index, J for Jaccard similarity coefficient, K for kappa coefficient, RA for ratio of

areas, ATA for arrival time agreement, SA for shape agreement.
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Fig. 2. Dependence on domain size: in both cases, the burned surface in the simulation (b,d) is larger than in

the observation (a,c), and the ratio between the two areas is the same. But the part of the domain that is covered

by the burned surfaces differs. The grey scale represents the time in seconds, axes units are metres. See Fig. 1

for the variable naming scheme.
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If the fire is known to have stopped at or before, it is possible

to add a term to penalise the overburned areas likeR
�ttðnÞ; toðnþ1Þ�

jSðtÞnSoðtoðnÞÞj=jSðtÞjdt.

Results and discussion

In this section, several tests are run in order to highlight the
applicability, strengths and weaknesses of the different
methods.

All tests are carried out using a description of the dynamics in

the form of fields of arrival times. In Section, the methods are
applied to evaluate simulations for two real forest fires. In
Section, various synthetic cases are analysed so as to illustrate

the behaviour of the scores in typical situations.
The results are illustrated with the maps of observed and

simulated arrival times (Figs 1–7). In real cases, the observed

arrival times are actually upper bounds on the arrival time as the
burned surface cannot be observed continuously.

As the readerwill notice, the scoresmagnitude of onemethod

cannot be comparedwith themagnitude of anothermethod.Also
it is generally not possible to identify a threshold (for scores) that
would indicate that a simulation is reliable or not. Instead, for
one scoring method, the score values should be compared with

each other so as to determine which simulation is the best. In
other words, it is hard to state whether a model better simulated
one fire than another, but a scoring method should help to rank

the simulations for a given fire.

Synthetic cases

In this subsection, unless stated otherwise, the final simulation

time tf is set to the final observation time tof.

Full error

We consider the case where the simulation completely fails
because the simulation ignition point is far from the real initial

ignition point. The maps of arrival times and the score are
reported in Fig. 1. Sørensen similarity index, Jaccard similarity
coefficient and shape agreement are equal to zero and therefore

clearly identify the simulation failure. The arrival time agree-
ment is not zero, but it is very low compared with normal cases.
The kappa coefficient is negative, which is consistent with the

very poor agreement between the two burned surfaces. The ratio
of areas could not be computed because the ignition points differ
between the simulation and reality, so that the sectors could not
be properly defined.
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Fig. 3. Erroneous shape with different dynamics: in reality (a,c), the fire leaves an island of unburned fuel. The

simulations burn this island. Nonetheless, the second simulation (d ) burns the island later and shows a dynamics which is

more likely than the first simulation (b). The grey scale represents the time in seconds, axes units aremetres. See Fig. 1 for

the variable naming scheme.
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Dependence on domain size

In Fig. 2 we consider an isotropic fire propagation, with a
simulation that is slightly faster than in reality. Two comparisons
are made here, one with a large simulation domain and another
with a smaller domain. We see that all scores remain identical,

except the kappa coefficients which heavily depends on geo-
graphical distances in the map. One should consequently be
cautious when using this indicator to compare the performance

of different simulations thatmaynot be runover the samedomain.

Erroneous shape with different dynamics

In this test (Fig. 3) the observed fire has propagated as an
ellipse leaving an island of unburned fuel. We compare this to
two erroneous simulations that burn the island. The first simu-
lation propagates as a simple ellipse, without any specific

change of speed over the island. The second simulation has
different dynamics as the front first avoids the island and then
burns it in the end. It is possible that this simulation burned the

island too early. However its dynamics are more likely than that
of the first simulation.

In both cases, the Sørensen similarity index, the Jaccard

similarity coefficient, the kappa coefficient and the ratio of areas

are identical. Indeed, they rely only on the final burned surfaces,

which are the same in both cases.
On the contrary, the arrival time agreement and the shape

agreement take into account the dynamics of the fire, and they

can identify which simulation shows better agreement with
reality. In the first simulation the island is burned early, which
is highly inconsistent with the observations. The island is burned

later in the second simulation, hence our two methods put less
penalisation on the unduly burned island.

Arrival times

In this case (Fig. 4), the observed fire has propagated as a
simple ellipse. The simulations also propagate as ellipses, but at
the observed time they are both late; their burned surfaces are
included in the observed burned surface. Until this time, the two

simulations are associated with the same map of arrival times;
indeed, their rates of speed have been identical.

Then, we let the simulations run so that tf ¼ t=f, i.e. we let the

simulations run until their burned areas are the same as the
observed burned area. Right after tof, the first simulation is
slower than the second simulation. The second simulation fills

most of the observed burned area rather fast, whereas the first
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Fig. 4. Arrival times: the simulations are identical until the observed time. At tof, they both reached the white curve,

whereas the observed fire burned the whole ellipse (a,c) (note that the grey scale is not the same on the observation side

and on the simulation side). After tof, the simulations run until tf¼ t=f, when they both burned as much as the observed

fire. The first simulation (b) takes more time to burn the remaining fuel, whereas the second simulation (d ) is faster;

therefore, closer to the reality. The grey scale represents the time in seconds, axes units are metres. See Fig. 1 for the

variable naming scheme.
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simulation takesmore time. At the end of the simulation period,
the first simulated fire expands faster compared with the

second fire. Both simulated fires have burned the observed
surface at the same final time tf. The difference is that, for a long
time after tof, the second simulation has burned a larger area

than the first simulation. Consequently, the second simulation
is closer to the reality during this period. Its arrival time
agreement and shape agreement are thus better than those of
the first simulation.

On the contrary, the other scores fail to identify the best
simulation. This is because of the fact that the two simulations
are the same at tof and perfectly match the observed area.

Use of more observations

In Fig. 5, we compare the same simulated fire to two different
observation sets of the same fire. The first observation set only

contains the final burned surface and its time tof. The second
observation set contains, in addition, one burned surface at an
intermediate time.

The Sørensen similarity index, the Jaccard similarity coeffi-
cient, the kappa coefficient and the ratio of areas always give
the same result as they are solely based on the final burned
surface. On the contrary, the arrival time agreement and the

shape agreement show different results that allow identification
of the errors at the intermediate time. When compared to the

final burned area, the final simulated area is erroneous, hence
the scores are lower than 1. With the intermediate burned

surface, we see that the simulated fire spread was first slower
than in reality. In the observations, the fire expanded rather fast
and then slowed down, which is not reproduced by the simula-

tion. Consequently, introducing the intermediate observation
should lower the evaluation scores, which is the case for the
arrival time agreement and the shape agreement.

Real cases

This section presents two typical applications of the scoring
methods. In the first application, the different scoring methods
compare simulations with different stop conditions. In the

second application, the results of models with different physical
parameterisations are compared with observations consisting of
burned surfaces at different times.

Contrary to previous results where both observations and

simulations were synthetic, here the observations are field
observations, and the simulations were carried out by the fire-
spread model ForeFire (Filippi et al. 2010).

Suartone fire

The Suartone fire occurred in south-east Corsica on 28 July 2003
near the village of Suartone. About 456 ha were burned. The fire
was detected at 1500 hours local time. This fire first spread
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Fig. 5. Use of rich observations: the same simulation (b,d ) is compared with two different observation sets (a,c). The

first observation set (a) only contains the final burned surface, whereas the second observation set (c) includes the burned

surface at an intermediate time. The grey scale represents the time in seconds, axes units are metres. See Fig. 1 for the

variable naming scheme.

Evaluation of fire simulations Int. J. Wildland Fire 53



moderately in an area surrounded by shrubs before it jumped
a road, shifting on its right flank. As this flank was,350–400m
wide, it became the fire head and accelerated driven by both
a western wind and upslope effect. Finally, fire suppression

action was taken on both flanks of the fire to control it and the
fire ended its spread towards the sea ,1900 hours local time.

No quantitative information is available on the fire attacks

and, depending on the model, the simulation may not extinguish
the fire by itself. In this case, a conditionmust be found to stop the
simulation. One option is to stop the simulation at the observed

time, but this time may significantly maximise the actual fire
extinction time. Most of the fire information available for
reanalysis is in the same form, with a precise final contour but

a final time that may be some time after the actual fire extinction.
In this test, two simulations were run from and with the same

reference model, but until tf ¼ t=f (i.e. until the simulation has
reached the same area as the final observed area) in case A, and

until tf ¼ tXf in case B. The surface burned in case B is
significantly larger than in case A. More details on the simula-
tion settings for this case can be found in Santoni et al. (2011).

Sørensen, Jaccard and ratio of areas provide very similar, if
not equal, scores in both cases because the effect on these scores
of the overestimation in case B is equivalent to the effect of

the underestimation in case A. Kappa coefficient gives a worse
result for case B, because the overestimated area is large relative
to the domain size. Likewise, arrival time agreement strongly
penalises the overestimation in case B because the simulation

burns significant areas long after the observed final time tof. On

the contrary, shape agreement clearly favours case B as it
strongly penalises the unburned area of case A after the early
simulation end at tf ¼ t=f.

Lançon-Provence fire

The Lançon-Provence fire took place in 2005 in the south of
France and burned,800 ha of shrubs and forest. On that day, a
north-westerly wind was blowing, providing extreme propaga-
tion conditions. The fire started at 0940 hours local time and

spread moderately until 1200 hours. Then the fire head gained
intensity and propagated rapidly towards the south until it
stopped,1630 hours local time. In this case, the burned surface

was recorded at different times during the ongoing fire, pro-
viding more observations than in the case of the Suartone fire.
More details about the simulation setting for this case can be

found in Filippi et al. (2010).
Several simulations of the Lançon-Provence case are run

with different parameterisations. Case A is the reference simu-
lation with the most likely (though highly uncertain) vegetation

parameters for the day. In case B, the fuel height is divided by
two, providing an overall slower propagation speed. In case C,
the surface to volume ratio of dead fuel is multiplied by two,

leading to amuch faster propagation, in particular downwind. In
case D, the surface to volume ratio is divided by two, constrain-
ing the fire to propagate down wind. The four simulations

generated results with clearly different dynamics. All simula-
tions were run until tf ¼ tXf, so the simulation was expected to
overestimate the burned area as fire attacks were not taken into
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account in the simulation. In the first three cases, all burnable
vegetation was consumed up to the point that the fire reached a
non-burnable vegetation, resulting in an identical final burned

area but with very different fire dynamics.
The ratio of area method was not able to provide a score for

any of these simulations because of the convex shape of the fire.

Applying the method would have required manual relocation of
the calculation points at certain simulation steps. Table 2
synthesises the case ranks according to the scoring methods.
Sørensen, Jaccard and kappa scores give the same results for

cases A, B and C because the final areas are identical in these
three cases. The three scores find that case D is the worst
simulation. Sørensen and Jaccard penalise the simulation more

than kappa. Shape agreement and arrival time agreement pro-
vide very different results. Arrival time agreement strongly
penalises under-prediction, i.e. strongly penalising a fire that

missed burned areas. Consequently, case C is marked as the best
simulation, as it manages to never underestimate burned area
(all simulations except C underestimated the burned area at the
south of the fire). Case A is the next best score for arrival

time agreement, followed by case B and a much lower score for
case D that strongly underestimates burned areas.

Shape agreement method is a stronger marker of overall

shape accordance and ranks case B as the best simulation, with a
close case A. This ranking is due to the fact that the case B
(slower) underestimations of the southern part of the fire

are slightly lower than case A (quicker) overestimations of
the northern part of the fire. Overall these two scenarios provide
the shapes that are most similar to the observation at t¼ tof.

As shape agreement is equally penalising under- and over-
prediction, the scores are about the same for cases D and
C – case D under predicts about as much as C over predicts.

Software

The scoring methods have been implemented in a Python
library with minimum dependencies. It is available at http://
sourceforge.net/projects/pyfirescore/ (accessed 12 July 2013).

It relies on NumPy (Oliphant 2006) and SciPy (Jones et al.

2001). The base format for forest fire simulation and observation
is NetCDF, with a fire data convention such as proposed by

Nader et al. (2011). If the information is not directly available
as a well formated NetCDF file, it is possible to import data
as bitmap image, points list or matrices in different file formats

and encoding. Such imports can be scripted and can benefit from
the numerous input/output libraries already available for
Python. Below is a commented example of score computations
with the library.

The previous lines first load simulated data from a NetCDF
file. The spatial resolution of the simulation grid (i.e. the grid
corresponding to the matrix of arrival times) and its extent are

retrieved, so that the observations can be mapped to this grid.
Once the simulation and the observations are loaded, a single
call to a function carries out the score computation.

Conclusion

This paper has reviewed a set of evaluation methods and pro-

posed two new evaluation scores, using formal notation. A
software tool is provided along with the paper so that a Python
implementation of the methods is available to the reader.

A set of synthetic cases was built in order to illustrate
the differences and advantages or drawbacks of all methods.
The paper stressed the importance of scores that can evaluate the
dynamics of the model, as opposed to methods relying on

snapshots of the burned surfaces computed by the model.
The analysis of scores obtained on idealised and real cases

demonstrates some advantages of the dynamics-aware methods.

However, it appears that no scoring method is able to perfectly
synthesise a simulation error in a single number. The two
proposed methods seem more appropriate if one wants to

specifically evaluate the quality of the simulation dynamics.
These methods can always be applied when the simulation
arrival times or intermediate simulated fronts are recorded in

the course of the simulation. Therefore, we recommend, when-
ever possible, to compute either the arrival time agreement or
the shape agreement. In addition, these scores can be seamlessly
applied with one final observed surface or with several interme-

diate observed burned surfaces. They always evaluate the whole
simulation, from its ignition to its extinction.

The availability of efficient evaluation methods can help to

couple simulation models and observations. There is indeed a
need for sound comparison between model states and observa-
tions if one wants to apply data assimilation algorithms, like

a Kalman filter (Beezley and Mandel 2008) or the four-
dimensional variational assimilation.

simulation = NewForestFireFromNC("simulation_file.nc")

simulation_resolution = simulation.GetResolution()

simulation_domain = simulation.GetDomainShape()

observation = NewForestFireFromNC("observation_file.nc",

resolution = simulation_resolution,

domainShape = simulation_domain)

S = ComputeSorensenIndex(simulated, observed)

ATA = ComputeArrivalTimeDiscrepancy(simulated, observed)

SA = ComputeShapeAgreement(simulated, observed)

Table 2. Cases ranked by score for Lançon-Provence fire

Rank Sørensen Jaccard Kappa Arrival time Shape

1st A/B/C: 0.555 A/B/C: 0.384 A/B/C: 0.482 C: 0.724 B: 0.710

2nd A: 0.695 A: 0.698

3rd B: 0.661 C: 0.555

4th D: 0.452 D: 0.292 D: 0.310 D: 0.546
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The methods described in this paper are adapted to the
evaluation of onemodel, for one simulation. However, a reliable
evaluation of modelling system should involve several simula-

tion cases and maybe an ensemble of simulations. This is
especially truewhen dealingwith large fires, propagating during
several days, where the complexity of the propagation makes it

very difficult for one model to represent the diversity of the
events. The ensemble of simulations could bemade of perturbed
simulations with the same model or with simulations from

different propagation models. This would require different
comparison scores, but probably based on the dynamic-oriented
approaches of this paper. These composite scores, relevant for
probabilistic forecasts and risk assessment, should be the subject

of future research.
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