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Abstract. A new version of the Australian Community Climate and Earth System Simulator coupled model, ACCESS-

CM2, has been developed for a wide range of climatemodelling research and applications. In particular, ACCESS-CM2 is
one of Australia’s contributions to the World Climate Research Programme’s Coupled Model Intercomparison Project
Phase 6 (CMIP6). Compared with the ACCESS1.3 model used for our CMIP5 submission, all model components have
been upgraded as well as the coupling framework (OASIS3-MCT) and experiment control system (Rose/Cylc). The

component models are: UM10.6 GA7.1 for the atmosphere, CABLE2.5 for the land surface, MOM5 for the ocean, and
CICE5.1.2 for the sea ice. This paper describes themodel configuration ofACCESS-CM2, documents the experimental set
up, and assesses the model performance for the preindustrial spin-up simulation in comparison against (reconstructed)

observations and ACCESS1.3 results. While the performance of the two generations of the ACCESS coupled model is
largely comparable, ACCESS-CM2 shows better global hydrological balance, more realistic ocean water properties
(in terms of spatial distribution) and meridional overturning circulation in the Southern Ocean but a poorer simulation of

the Antarctic sea ice and a larger energy imbalance at the top of atmosphere. This energy imbalance reflects a noticeable
warming trend of the global ocean over the spin-up period.
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1 Introduction

Coupled climate models play a crucial role in climate variability

and climate change research. Importantly, they are used to
simulate climate change processes and to project the future state
of theglobalclimatesystemundervariousscenariosof increasing

concentrations of greenhouse gases. The Coupled Model Inter-
comparisonProject phase 5 (CMIP5) (Taylor et al.2012)was the
most recent joint effort of the world climate modelling commu-

nity to compare coupled climate model simulations to better
understand historical and future climate changes.

The Australian Community Climate and Earth System Simu-
lator coupled model versions 1.0 and 1.3 (ACCESS1.0,

ACCESS1.3; Bi et al. 2013b) participated in this international
effort and provided Australia’s major model input to the Fifth
Assessment Report of the Intergovernmental Panel on Climate

Change(IPCCAR5). Internationalmodelevaluationstudies (e.g.
Flato et al. 2013; Sillmann et al. 2013; Watterson et al. 2013)
showed that the ACCESS simulations were among the better

performing of the CMIP5 simulations, and were particularly
skilful over Australia, based on a set of key climatic fields
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obtained from thehistorical simulations.Themodel output fields
from the ACCESS CMIP5 simulations (Dix et al. 2013), includ-

ing the historical run and projections for the 21st century have
been placed on the Earth System Grid Federation (ESGF;
Cinquini et al. 2014) data distribution system node based at

Australia’s National Computational Infrastructure, where it is
still being accessed by the global research community.

Internationally, climate models are continually being

enhanced through increasing resolution and improved process
representation. For ACCESS, recent development has focussed
on building ACCESS-ESM1 (Law et al. 2017) and ACCESS-
ESM1.5 (Ziehn et al. 2020) to include the carbon cycle, and

configuring a newgenerationphysical climatemodel (ACCESS-
CM2). The immediate goal of ACCESS-CM2 and ACCESS-
ESM1.5 is participation in CMIP6 (Eyring et al. 2016) which is

the current successor toCMIP5. CMIP6 features an extensive set
of sub-projects targeting model evaluation, the understanding of
fundamental processes, and the updating of projections.

ACCESS-CM2 has been developed over a number of years and
through several prototype versions. In particular, we tested
several atmospheric model configurations and two land surface
models, as well as a higher resolution ocean configuration. Here

wewill only focus on the configurations that have contributed to
the spin-up of the model for CMIP6 simulations.

This paper provides brief descriptions of all model compo-

nents in Section 2 and a brief review of experimental design,
parameter tuning, and spin-up processes in Section 3. We
evaluate themodelperformance inSection4bypresentingresults

of the multi-century preindustrial (PI) spin-up simulation com-
pared against (mostly) recent observations where applicable and
the results of one of our CMIP5 models, ACCESS1.3. We

summarise in Section 5, discussing themodel skills and deficien-
cies. More detailed and specific analyses of the ACCESS-CM2
CMIP6 experiments will be presented in companion papers.

2 Model description

ACCESS-CM2, as used for CMIP6, comprises the following
components: UM10.6 GA7.1 configuration for the atmosphere;

the Community Atmosphere Biosphere Land Exchange
(CABLE) model version 2.5 (coupled directly to the UM) for
the land surface; CICE5.1.2 for the sea ice;MOM5 for the ocean;

OASIS3-MCT for the numerical coupler; and the Rose/Cylc
(Oliver et al. 2019) framework for experimentmanagement such
asmodel configuration and simulation control. Since all the sub-

models have been well documented by their individual devel-
opers, we provide brief descriptions, mainly documenting the
major changes occurring in the scientific configurations of the
model components since the implementation of our CMIP5

model ACCESS1.3.

2.1 Atmosphere: UM

The atmospheric component of the ACCESS coupledmodel, the
Met Office UnifiedModel (UM), has been upgraded from a UM

vn7.3 configuration, which had atmospheric physics close to
GA1.0 (Arribas et al. 2011; Hewitt et al. 2011) for ACCESS1.3
(Bietal.2013b), to theUMvn10.6GA7.1configuration (Walters
et al. 2019) for ACCESS-CM2.

2.1.1 Grid, resolution, and dynamics

The UM uses a regular longitude-latitude grid with Arakawa
C-grid staggering (Arakawa and Lamb 1977) horizontally, and

terrain-following hybrid height coordinates with the vertical
Charney-Phillips staggering (Charney and Phillips 1953). The
available computational resources meant that for CMIP6,

ACCESS-CM2 is configuredwith the samehorizontal resolution
asACCESS1.3 (1.258 latitudeby1.8758 longitudecorresponding
to a grid resolution of approximately 135 km in mid-latitude).

However, compared with the vertical 38-level (with a top at
40 km) configuration of GA1 for ACCESS1.3, the GA7.1
implementation for ACCESS-CM2 has a substantially enhanced
vertical resolution of 85 levels (50 below 18 km and 35 above,

with a much higher top at 85 km). In particular, stratospheric
resolution is improved.

The UM inGA7.1 uses the new ‘‘ENDGame’’ dynamical core

(Wood et al.2014) rather than the ‘‘NewDynamics’’ (Davies et al.
2005) used in earlier versions. It uses a semi-implicit semi-
Lagrangian formulation to solve the non-hydrostatic equations of

motion (Woodetal.2014).Details of the changes to thedynamics,
and the resulting improvements of ENDGame over NewDynam-
ics, have been presented in Wood et al. (2014) and Walters et al.

(2017) among others.

2.1.2 Physical parameterisations

Theatmosphericphysicalparameterisations inUMGA7.1are

fully documented in Walters et al. (2019), and ACCESS-CM2
uses an identical implementation. Here we provide a brief
summary and, where appropriate, highlight differences from

ACCESS1.3.
GA7.1 uses the SOCRATES radiative transfer scheme

(Edwards and Slingo 1996; Manners et al. 2015) with a new

configuration. Shortwave and longwave radiation calculations
use6and9bands respectively (seeTable1ofWaltersetal.2019).
The full radiation calculations in ACCESS-CM2 are done every
hour using the instantaneous cloud fields and amean solar zenith

angle for the following one-hour period. The radiation scheme in
ACCESS1.3 was similar to that of GA1 but modified to include
the ‘‘Tripleclouds’’ scheme of Shonk and Hogan (2008) to

represent horizontal cloud inhomogeneity, as described by Sun
et al. (2013). The radiative time stepwas 3 hours inACCESS1.3.

The unresolved turbulent motions in the atmospheric bound-

ary layer are parameterised to obtain the turbulent fluxes of heat,
moisture and horizontal momentum using the scheme of Lock
et al. (2000) withmodifications (Lock 2001; Brown et al. 2008).

ACCESS1.3 used the boundary layer physical parameterisation
as in GA1 but with modifications to algorithms for turbulent
fluxes at the air-sea interface based on field programs (Fairall
et al. 2003), which were found to ease certain biases of SST

distribution in the global ocean.
In GA7.1, the convection scheme representing the sub-grid

scale transport of heat, moisture, momentum, aerosol and gas-

phase tracersassociatedwithcumuluscloudswithinagridboxisa
mass flux scheme based on Gregory and Rowntree (1990) with
extensions to include down-drafts (Gregory andAllen 1991) and

convective momentum transport (CMT; Gregory et al. 1997).
ACCESS1.3 followed the GA1.0 approach for convection, but
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theCMTwasnot turnedonfordeepconvectiondue toacodeerror
inadvertently introduced during testing.

GA7.1 for ACCESS-CM2 uses the prognostic cloud fraction

and prognostic condensate (PC2) scheme (Wilson et al. 2008)
with modifications to the cloud erosion parameterisation
(Morcrette 2012), with PC2 representing both convective and

large-scale cloud.TheGA1.0 implementationof thePC2scheme
used in ACCESS1.3 wasmodified through use of the parameter-
isation of Franklin et al. (2012) to modify the ice cloud fraction

and the cloud area scheme of Boutle and Morcrette (2010) to
account for the effects of coarse vertical resolution on low level
cloud cover. This Franklin modification is not used in the PC2
scheme for ACCESS-CM2 because of the enhancement in the

GA7.1 vertical resolution mentioned above.
Perhaps themost significant change inGA7.1 is the introduc-

tion of new prognostic aerosol schemeGLOMAP-mode (Global

Model of Aerosol Processes; Mann et al. 2010, 2012) which is a
component of the wider UK Chemistry and Aerosol (UKCA)
code.TheCLASSIC(CoupledLarge-scaleAerosolSimulatorfor

Studies in Climate) aerosol parameterisation (Bellouin et al.

2011) used in ACCESS1.3 (and in all GA versions before
GA7.0) is a single-moment mass-based bulk aerosol scheme. In

contrast, GLOMAP-mode is a two-moment aerosol scheme,
resolving both aerosol mass and number. Thus, aerosol size
distributions, composition and optical properties are resolved in

amoredetailed,physicallybasedmanner.Theprognosticaerosol
species included in GLOMAP-mode are sulfate (SO4), black
carbon (BC), organic carbon (OC) and sea salt (SS), and they are

internally mixed within each of five modes (soluble nucleation,
Aitken, accumulation and coarse modes, and insoluble Aitken
mode). Another important type of aerosol, mineral dust, is not
included in the GLOMAP-mode species and is simulated sepa-

rately using the Woodward (2011) scheme. The effect of strato-
spheric aerosol from explosive volcanic eruptions uses
prescribed optical depths. We note that analysis of ACCESS1.3

CMIP5 simulations (Dix et al. 2013) shows essentially zero dust
concentration in themodel. This was a consequence of changing
the land surface scheme toCABLEand freezing theACCESS1.3

Table 1. PI Spin-up progress and tuning records of ACCESS-CM2j and ACCESS-CM2

ACCESS-CM2j ACCESS-CM2

Job name

and model

years

Notes of debugging and tuning efforts (Changes made to

setup in a run were carried on to the new run followed

unless picked out specifically.)

Job name

and model

years

Notes of debugging and tuning efforts (Changes made

to setup in a run were carried on to the new run followed

unless picked out specifically.)

at658

(cold start)

1–200

In MOM, background diffusion reduction in tropical

oceans turned on since year 83.

In CICE, sea ice albedos were reduced by 5%:

albicei¼ 0.342, albicev¼ 0.741, which removes

the super thick ice in Arctic.

av630

(warm start

from at658)

201–500

In MOM, sea water specific heat capacity changed

to 3992.1032 J kg�1 8C�1, the pre-TEOS10

recommendation.

ax871

(warm start

from at658)

201–300

CABLE in place of JULES for land surface representa-

tion, with UM, MOM5 and CICE5 configured the same

way as in theCM2j run av630, except the sea ice albedos

were using the default values: albicei¼ 0.36,

albicev¼ 0.78

bb039

501–600

The calculated sea surface (open water) albedo was

increased by 2% in attempt to suppress sea surfacewarm

drift.

In MOM, shortwave penetration switched to the more

sophisticated GFDL scheme.

bd052

301–400

In CABLE,Antarctic andGreenland ice albedo increased

to better match satellite observations, snow roughness

increased Switched to using PFT dependent LAI

derived from NCAR data.

In CICE, sea ice albedos were set back to albicei¼ 0.36,

albicev¼ 0.78 because the ice becomes too thin.

be106

401–500

With 2% ocean (open water) surface albedo increase.

bc407

601–975

New MOM5 executable (using the ‘‘harmonised’’ ocean

code, same as that for ACCESS-OM2). No change in

model physics.

bf481

501–850

Switched to harmonised ocean code. Corrected

CABLE error related to precipitation and canopy

evaporation.

bi889

851–950

Corrected problem with CABLE 10m wind speed which

is coupled to sea-salt aerosol generation at coastal

points.

Also fixed error in sea-salt dry deposition related to 9/17

tile mismatch. Corrected calculation of sea salt aerosol

density.

Removed the 2% increase of ocean albedo as surface

temperature evolvement at this stage showed no need

for this enhancement.
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code version for CMIP5 before the dust setting was found to be
incomplete. For ACCESS-CM2, the dust is properly included.

2.2 Land surface: CABLE

Millennium-length spin-upshavebeen conductedusing two land

surfacemodels (seeAppendix 1 for details of these spin-up runs).
The first land surface model is the Joint UK Land Environment
Simulator (JULES; Best et al. 2011; Clark et al. 2011), which is

embedded in theUMatmosphericmodel. JULEShandles surface
fluxes over themodel’swhole surface domain, not just over land,
to calculate surface exchange (vegetation canopies, snow, soils,
oceansurface,andsea ice).Weuse theJULESmodel in theGL7.0

configuration (Walters et al. 2019), and we designate the model
spin-up using JULES as ACCESS-CM2j. The second land
surface model is CABLE version 2.5 (CABLE2.5). The land-

surface exchangewithin JULESwas replaced byCABLE2.5 and
a second spin-up was initiated branching from the ACCESS-
CM2j spin-up as described in Appendix 1. This second spin-up

with CABLE2.5 forms the basis for the ACCESS-CM2 CMIP6
simulations. It should be noted that ACCESS-CM2 continues to
utilise JULES representations for some terrestrial processes,
particularly dust source/deposition and river routing. ACCESS-

CM2 also uses the UM-UKCA-JULES representations for aero-
sol sources/deposition, and consistency ismaintained by passing
CABLEderivedexchangecoefficients to theUM/UKCAinplace

of the JULES values. Aerosol deposition coefficients were
remapped from the best match of the 17 tile types of JULES to
the CABLE vegetation types.

CABLE2.5 is an updated version of CABLE1.8 (Kowalczyk
et al. 2013) used in ACCESS1.3 for CMIP5 submission. The
updates are to the code base and configuration, including some

changes toparameters and forcingdata.A listingof theseupdates
is provided in Harman et al. (2019), Section 2, whereas a more
comprehensive assessment of the impact of the configuration
changes is being prepared for publication. Particular care was

taken to ensure that energywaswell conserved in the coupling of
CABLE to the atmosphere. Likewise, water conservation issues
originating at the interface betweenCABLEand the river routing

schemehavealsobeenaddressed.ForACCESS-CM2,CABLEis
configured touseup to13surface tile types,10forvegetatedand3
for non-vegetated types, with a variable number of tiles used in

eachgrid-cell definedbyprescribed tile fractions.Thevegetation
distribution is based on that used in ACCESS1.3 for CMIP5,
originally derived from Lawrence et al. (2012) as described in
Kowalczyketal. (2013).Thetile fractionsdonotvary in time,and

the1850vegetationdistribution isused inallCMIP6simulations.
Leaf area index and canopy height are prescribed with a
seasonallyvaryingclimatology.Canopyheight isdependentonly

on vegetation type, and leaf area index varies spatially and with
vegetation type. The variation with vegetation type was not
included in ACCESS1.3 and, for ACCESS-CM2, was derived

fromLawrenceet al. (2012).Each tile ismodelledwith a separate
soil column of six layers.

InACCESS, theatmosphericmodel land-seamask,especially

coastal points with fractional land, is defined using the ocean
model land-sea mask for consistency between the atmosphere-
landandice-oceansubsystems.Thisensuresconservationofriver
runoff when it is passed from the UM into CICE (and then to

MOM) by the OASIS remapping. The resultant CABLE land
fraction is used to scale river runoffwater volumebefore it is sent

to the coupler, compensating for what would be remapped by the
coupler onto land points of the target grid and therefore lost in the
masking. This approach guarantees that the volume of water

going into the oceanmatches the real runoff amount diagnosed in
the atmosphere-land component.

The land frozen mass discharge scheme (discussed further in

Section 3.2) in ACCESS-CM2 allows the snow/ice over Green-
land and Antarctica to continuously accumulate. This is in
contrast to ACCESS1.3 which placed a cap on land snow
accumulation and dumped excess land snow into river run off.

A free accumulation of land snowwould lead to continual water
loss from the global ocean, and therefore the land frozen mass
discharge scheme provides the compensatory water flux to the

ocean. However, the corresponding loss of water from the
permanent iceregions isnotapplied inCABLE,andconsequently
due caution is requiredwhenanalysing thewater balance of these

regions.

2.3 Ocean: MOM5

ACCESS-CM2 implemented the 2012 release of MOM model

version5as theoceancomponent.Readersare referred toGriffies
(2014) for a detailed description of themodel fundamentals such
as equations, physics and dynamics, supported coordinates, and

sub-gridscaleparameterisations.ACCESS-CM2shares thesame
community numerical code as MOM5.1 (https://mom-ocean.
github.io; hereafter MOM5 for simplicity) with a recently

developed ocean-sea ice coupled model ACCESS-OM2 (Kiss
et al. 2020), which is an enhanced version of ACCESS-OM
(Bi et al. 2013a) with configurations for different resolutions.

MOM5 in ACCESS-CM2 for CMIP6 uses the same grid and
resolution as that of MOM4p1 in ACCESS1.3 for CMIP5, as
described by Bi et al. (2013a, 2013b). In brief, horizontally the
ocean model has 360 longitude by 300 latitude points on a

logically rectangular matrix, and vertically the z* coordinate is
implemented, with 50 model levels covering 0–6000m with a
resolution ranging from 10m in the upper layers (0–200m) to

about333mfor theabyssalocean.Thehorizontaldiscretisation is
on an orthogonal curvilinear grid nominally 1 degree for both
longitude and latitude, with refinements applied in three regions:

(1) north of 658N uses a tripolar grid (Murray 1996); (2) south of
308S is smoothedwith aspect ratio (dy/dx, varying between1 and
1.4), which results in a latitudinal spacing ranging from 0.258 at
788S to 18 at 308S; and (3) the latitudinal spacing is refined to 1/38
between 108S and 108N.A similar smoothingwith aspect ratio is
also applied in the northern hemisphere (NH) between 308N and
658N. The vertical discretisation employs the z* coordinate of

Adcroft andCampin (2004) and allows for partial grid cells at the
base of the water column.

The ACCESS-CM2 implementation of MOM5 follows the

MOM4p1 configuration for ACCESS1.3, but there are a few
notable differences, as detailed below.

In ACCESS-CM2, shortwave penetration into the ocean is

handled by the simplified CSIRO algorithm (as used for
ACCESS1.3)andamoresophisticatedGFDLschemeatdifferent
stages of the spin-up period (see Table 1). When the CSIRO
scheme is used in the early stage of the spin-up, the maximum
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penetration depth is set to the bottom of the ocean for ACCESS-
CM2, comparedwith the 120m limitation set inACCESS1.3.The

associated climatological shortwave attenuation depth (SWAD)
data for ACCESS-CM2 has been switched to the diffuse attenua-
tioncoefficient (Kd,SWAD¼ 1/Kd) of the downwellingphotosyn-

thetically available radiation (KdPAR) from the Sea-viewingWide
Field-of-view Sensor (SeaWiFS) Project dataset (Cracknell et al.
2001). In contrast, ACCESS1.3 inadvertently used Kd490 (the

default for the CSIRO SW scheme), which is the diffuse attenua-
tion coefficient of the downwelling spectral irradiance at wave-
length 490 nm, for the CMIP5 experiments (Dix et al. 2013;
Marsland et al. 2013). The KdPAR data covers a broader, more

representative spectrum of light and is consideredmore appropri-
ate for use in oceanmodels. Detailed discussions on the impact of
shortwave attenuation depth datasets on ocean climate simulation

were given in Bi et al. (2013a) and Zhou et al. (2015).
For theneutralphysicsparameterisation,bothACCESS-CM2

and ACCESS1.3 use isoneutral diffusion (Redi 1982) and a

modified Gent and McWilliams (GM: 1990) scheme in which
skew diffusion relaxes neutral directions towards surfaces of
constantgeopotential (Ferrarietal.2010),withbaroclinicclosure
of the thicknessdiffusivity.As theresultofaseriesofmixed-layer

depth tuning efforts, ACCESS-CM2 sets a GM eddy-induced
advection diffusivity range of 100, 1200m2 s�1, in contrast to
that of ,50–600m2 s�1 for ACCESS1.3. In addition, although

both models set the constant Gent-McWilliams skew-diffusion
diffusivity agm¼ 600m2 s�1, ACCESS-CM2 and ACCESS1.3
set aredi¼ 300 and 600m2 s�1, respectively, for the constant

neutral diffusion tracer diffusivity.
With regard to theeddy-induced friction,ACCESS-CM2uses

the same scheme as in ACCESS1.3 and ACCESS-OM which is

described inBi et al. (2013a).Horizontally, it is a combination of
an isotropicLaplacian frictionoperator and abiharmonic friction
operator, aimed to suppress grid noise inherent in under-
dissipated flow simulations while allowing for strong boundary

and equatorial current structures consistentwith themodel’s grid
resolution. The Laplacian viscosity is set by a constant velocity
scale of 0.1m s�1 and the squared horizontal grid-scale. This

viscosity isadditionallyscaleddowninregionssuchas the tropics
where the local Rossby radius of deformation is larger than the
horizontal grid scale. The (Smagorinsky) biharmonic friction

followsGriffiesandHallberg (2000)and itsviscosity is enhanced
in western boundary regions, with the Smagorinsky scaling
coefficient for isotropic viscosity set to 2.0. Vertically, a back-
ground vertical viscosity of 1� 10�4m2 s�1 is used, which is

much enhanced in themixed layer and thermocline following the
K-profile parameterisation (KPP; Large et al. 1994), and an
internal tidal mixing scheme (Simmons et al. 2004), which is

most active in regions of pronounced bottom topography.
For the vertical mixing parameterisation, MOM5 and

MOM4p1both include threecomponents: (1)KPPfor the surface

mixed layer; (2) a tidal mixing parameterisation for the abyssal
ocean (Simmons et al.2004) and coastal oceans (Lee et al.2006);
and (3) a background diffusivity (k0) which is constant and

globally uniform except in the tropical band (|j| # 208) where
it is set to be latitude dependant – smoothly reduced from the
nominal value at the north/south boundaries (k0) to aminimumat
the equator (keq¼ 0.1� 10�5m2 s�1). This approach is based on

theory and observations that there are latitudinal bands with
distinctly different diffusivities (see Jochum (2009) and refer-

ences therein). However, there are two differences between the
ACCESS-CM2 and ACCESS1.3 configurations. Firstly, the
nominal value of background diffusivity k0 is set to be 1� 10�5

m2 s�1 inACCESS-CM2,consistentwith that used forACCESS-
OM (Bi et al. 2013a) which is twice as large as that for
ACCESS1.3. Secondly, the KPP mixing in ACCESS-CM2 is

also strengthenedbyanewparameterisationofLangmuirmixing
in KPP (Li et al. 2017) that applies an enhancement factor to the
turbulent velocity scales.Thedirect effect of includingLangmuir
mixing inKPP is the deepening of themixed layer depth through

enhanced surface oceanmixing, and hence, wemay expect some
plausible impact on model climate in long-term simulations,
especially in the Southern Ocean.

2.4 Sea ice: CICE5

The sea ice model CICE version 5.1.2 (Hunke et al. 2015;

hereafter CICE5 for simplicity) is used as the sea ice component
of ACCESS-CM2. CICE5 has been modified in ACCESS-CM2
for coupling to the atmosphere (UM) and ocean (MOM5)
components. It is physically configured in the same manner as

theMetOfficeGlobal Sea Icemodel (GSI8.1; Ridley et al. 2018)
which is the sea ice component of the Met Office HadGEM-
GC3.1 (GC3.1 hereafter for simplicity) model. CICE5 uses an

elastic-viscous-plastic dynamical scheme (HunkeandDukowicz
1997) for the internal ice stress, and an incremental linear
remapping for the ice advection term. The model has an ice

thickness distributionwhichdivides the ice into categorieswhich
evolve throughout the simulation due to thermodynamic growth
and melt, and mechanical redistribution/ridging of the ice.

CICE5 in ACCESS-CM2 is horizontally configured on the
oceangriddescribedearlier,whichgives enhanced resolution in
the Arctic due to the orthogonal curvilinear tripolar grid and in
the Antarctic due to the Mercator grid with meridians converg-

ing at the South Pole (Bi andMarsland 2010;Uotila et al. 2012).
Theice thicknessdistribution isrepresentedbyfive ice thickness
categories and an openwater ice free area. In the vertical, the ice

has four layers and a single snow layer on the surface when it is
present. The ice and snow in each thickness category have their
own vertical temperature profile and there is a prescribed

vertical salinity profile, as salinity is not an active variable in
this CICE5 set up.

The key differences between the CICE4.1 implementation
forACCESS1.3and theCICE5configuration forACCESS-CM2

are the replacement of zero-layer thermodynamics with a multi-
layer scheme as described in West et al. (2016), the addition of
prognosticmelt ponds, and the coupling to the atmosphere on ice

thickness categories.
The CICE5 multilayer scheme allows the sea ice to have a

temperature- and salinity-dependent heat capacity and hence

conductionwithin the ice can vary in the vertical. Themultilayer
thermodynamics is based on that of Bitz and Lipscomb (1999) in
which thediffusionequationwith temperature-dependent coeffi-

cients is solved by the iteration of a tridiagonal matrix equation.
ForUM-CICE coupling purposes, this standard scheme has been
modified (West et al. 2016), with surface exchange calculations
carried out separately for each thickness category using JULES
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within the UM code. This allows the near surface temperature to
evolve smoothly on the atmosphere model time step, which is

shorter than the coupling time interval. Previously, in the zero-
layer sea ice caseas inACCESS1.3andHadGEM3(r1.1), theUM
calculated the diffusive heat flux all the way through the sea ice.

Now the multilayer thermodynamics allows the CICE model to
evolve a temperature profile, with all calculations performed
within the sea ice model, while JULES calculates the surface

exchange and the diffusive heat flux (for each ice thickness
category) into the top ice layer only.

As in GSI8.1 for GC3.1, the CICE5 configuration for
ACCESS-CM2 requires the ice-atmosphere coupling to pass

additional fields for individual ice thickness categories. The
fields required to be calculated for each thickness category are
the thermodynamic fluxes (conduction, surface melt,

sublimation), as well as snow depth and melt pond fraction and
depth. Also, to calculate the surface exchanges, JULES requires
extra coupling fields from CICE (see the next sub-section on the

coupler and coupling strategy) as the lower boundary condition.
Themelt pond area fraction anddepth on ice thickness categories
are calculatedwith the CICE topographicmelt pond formulation
(Flocco et al. 2010, 2012).

CICE5 uses an albedo scheme based on that described in
Hunke et al. (2015). It has separate albedos for visible and near-
infrared wavelengths for both bare ice and snow. This new

configuration used by ACCESS-CM2 includes the impact of
surface melt ponds on albedo explicitly. The scheme calculates
the totalgrid-boxalbedooficeonicethicknesscategoriesforeach

of the two wavebands by combining the albedo of the ponded
fraction with the albedos of bare ice and snow, weighted by the
melt pond fraction and snow fraction. Readers are referred to

Ridley et al. (2018) for a detailed description.

2.5 Coupler and coupling strategy

ACCESS-CM2 uses the CERFACS OASIS3-MCT coupler

(Valcke et al. 2015; Craig et al. 2017) to handle the inter-model
communication and synchronisation. After compilation, the
OASIS3-MCT coupling library is linked to the component

models of the coupled system; its main function is to interpolate
and exchange the coupling fields as required. At run time, all
transformations are performed in parallel on the set of source or

target component processes, and all coupling exchanges are now
executed in parallel directly between the component processes
via the Message Passing Interface (MPI). Therefore, unlike
OASIS3.2–5 (Valcke 2006) as used in ACCESS1.3, the

OASIS3-MCT coupler is not a standalone component, and the
coupling executions between sub-models are significantly more
scalable and efficient.

Despite this change, however, the coupling approach in
ACCESS-CM2 remains the same as that described in
ACCESS-OM (Bi et al. 2013a) and ACCESS1.3 (Bi et al.

2013b). Other than necessarymodifications to the coupling code
to reflect the MCT parallel coupling, use of OASIS3-MCT does
not change the structure of the existing coupling interfaces in

CICE andMOMwritten based onOASIS3.2–5, and the coupling
configuration file remains largely the same but with the addition
of more coupling fields. As mentioned earlier, ACCESS-CM2
has implemented the multilayer sea ice thermodynamics and

added prognostic melt ponds in CICE5. This change results in a
large increase in the number of coupling fields exchanged

between the atmosphere and sea ice. See Table A1 for a list of
the ACCESS-CM2 coupling fields involved in the atmosphere-
seaiceandseaice-oceancommunications,whichincludes thefull

subset of the coupling fields used forACCESS1.3.Also included
in Appendix A1 are details of some new variables and the
coupling strategy.

3 Experimental design

The experimental framework for an entry-level CMIP6 submis-
sion involves initialisation, amulti-century spin-up run under the

CMIP6 PI forcing conditions, followed by the four official
CMIP6 DECK experiments (Eyring et al. 2016) comprising PI
control (hereafter piControl), a 1% per year CO2 increase run

(1pctCO2), an abrupt 4�CO2 run (abrupt4xCO2), an Atmo-
spheric Model Intercomparison Project simulation with pre-
scribed sea surface temperatures (amip), and a historical

simulation over the period 1850–2014. This paper only docu-
ments the spin-up procedure and evolution of the model climate
during the 950-year spin-up integration.

3.1 Initialisation and forcing set up

Initialisation of the ACCESS-CM2 PI spin-up includes three
parts: (1) initialising the atmospheric and land surface using the
state of 1 January 1979 obtained from an atmosphere (UM)/land

(JULES) model simulation; (2) initialising the ocean state using
the ocean climatological temperature and salinity fields for
January from the World Ocean Atlas 2005 (WOA2005)

(Antonov et al. 2006; Locarnini et al. 2006). We note that this a
deviation from the Ocean Model Intercomparison Project
(OMIP; Griffies et al. 2016) protocol for CMIP6 that uses

WOA13v2 (Boyer et al. 2015). The ocean is set with no motion
at the beginning, allowing themodel physics to spin up a velocity
field in balance with the density structure of the water;
(3) initialising the sea ice state using the WOA2005 January sea

surface temperature (SST) and salinity (SSS).Anygrid point that
has SST equal to or lower than the SSS-dependent freezing point
is set to have 5-thickness-category ice areas which together fully

cover the cell. The 5 ice thickness categories are initialised with
values in the middle of their designated ranges and the overall
distribution is weighted to give a mean thickness of 3m in the

Arctic and 1m in theAntarctic. The initial temperature profile in
the ice is linear between the temperature at the snow surface
(which will come from the atmosphere model initial condition)

and the freezing temperature at the ice base. Snow cover over the
ice is set to be 0.20m thick initially, but it will either melt or
accumulate in response to the climatological forcing from the
atmospheric model and settles into a seasonal cycle.

The atmospheric forcing for the ACCESS-CM2 PI spin-up
and piControl simulation follows Eyring et al. (2016) and
includes the standard CMIP6 PI (i.e. around 1850) prescription

of the major greenhouse gases (i.e. CO2, CH4, N2O), ozone, the
solarconstant,aerosolrelatedemissionsofSO2,BCandOC,anda
background volcanic aerosol forcing in the stratosphere.

Throughout the ACCESS-CM2 PI spin-up and piControl run,
the solar constant is set to be 1361Wm�2; the concentrations of
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the major atmospheric greenhouse gases are prescribed to be:
CO2¼ 284.317 ppmv, CH4¼ 808.25 ppbv, and N2O¼ 273.02
ppbv; and the seasonally-varyingbiogenic aerosol emissions and
abackgroundvolcanicSO2out-gassingflux(into thelower tomid

troposphere) are maintained.

3.2 Land frozen mass discharge scheme

Wedischargetheaccumulated‘‘snowamountonlandice’’ (‘‘land

ice’’ for simplicity) over Greenland and Antarctica as iceberg
calving into the ocean to balance the oceanic water mass loss.
Such discharge in ACCESS-CM2j was initially conducted for
every atmosphere-sea ice coupling interval (i.e. instantaneous),

but it has eventually been changed to a constant model climatol-
ogy forcing (i.e. monthlywater and heat fluxes, see below) to the
ocean. This helps maintain the water mass balance of the global

oceanandconstrains thewarmbias in theSouthernOceanfor long
equilibrium simulations, while also avoiding contaminating the
climate change signal (because of instantaneous ‘‘correction’’ to

water mass loss from ocean) under external forcing scenarios.
The model climatology forcing of iceberg melting is

obtained from an early multi-century PI spin-up run using
ACCESS-CM2j. Put simply, the NH and the southern hemi-

sphere (SH) land ice increments arediagnosed for eachcoupling
interval in the ice model (and discharged into the ocean) in the
ACCESS-CM2j spin-up run, and the data for the first century

(years 2–101) is used to get the monthly climatology of the land
icedischarge.Thenwedistribute this climatologyofNHandSH
land ice amounts onto the distributional map of the iceberg

climatology from the GC3.1 Lagrangian iceberg model
(D. Storkey, pers. comm.). The ACCESS-CM2 climatology of
monthly iceberg flux is then the product of the GC3.1 climatol-

ogyof iceberg fluxmultipliedby the ratioof annual total land ice
discharge of ACCESS-CM2j to the annual total iceberg amount
of GC3.1. Fig. 1a and b show the summer distribution of the
ACCESS-CM2 iceberg melting water fluxes in the SH

(December) and NH (July) ocean, respectively, representing
the largest iceberg fluxes of the annual cycle.

TheresultingACCESS-CM2jicebergfluxclimatologyis then
read in by the ice model and passed into the ocean model via the

OASIS3-MCT coupler as a monthly mean forcing, replacing the
dischargeobtained from thediagnosed land ice increment at each
UM-CICE coupling interval. Also passed into the ocean is the

accompanying heat flux that is simply assumed to be required for
melting the ice at the local SST. Such heat fluxes (fheat) are
proportioned to thefreshwater flux(fwater),namely, fheat¼ –Lfw�
fwater, where Lfw¼ 3.34� 105 J kg�1 is the latent heat of melting
of fresh ice.Here, fheat and fwater improve themodel simulationby
cooling and freshening the surface layerwater offGreenland and
Antarctica. We have spun-up ACCESS-CM2j with this iceberg

discharge for a multi-centennial period and found significant
improvement of the sea ice simulation in the Southern Ocean
where the sea ice would otherwise disappear nearly completely

during the Austral summer without such additional fresh water
and heat fluxes from the land ice.

This land ice discharge (as icebergmelting) provides a global

averaged annualmean freshwater fluxof2.054� 10�7 kgm2 s�1

(0.01775mm day�1) into the ocean, of which about 79% comes
fromAntarctica. The associated global average heat flux into the

ocean is –0.0686Wm�2. The replacement of JULES with
CABLEfor land surface representation changes snowaccumula-
tion, and scaling factors for the land ice discharge are derived
accordingly. The ACCESS-CM2j iceberg flux is used with an

enhancement factorof1.16and1.65applied to thedischargefrom
Antarctica and Greenland, respectively, whichmaintains a close
balance of the global ocean water mass in the CABLE version

ACCESS-CM2 spin-up, as shown below.
We note that such specific land ice discharge is not needed in

ACCESS1.3due to its cap for land snowaccumulation.As shown

later,ACCESS1.3stillhasbettersimulationofSSTandsea iceoff
Antarctica than ACCESS-CM2. This difference is attributed to
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Fig. 1. Summer distributions of the ACCESS-CM2 land ice discharge into ocean (as iceberg melting) water fluxes around:

(a) Antarctica (December), and (b) Greenland (July). Units: mm day�1.
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the updated radiation and more complex aerosol schemes in the
UM GA7.1 atmospheric configuration (for ACCESS-CM2 and

GC3.1), which result in large warm biases in the SH and cold
biases in the NH. The land-ice mass discharge scheme described
here does not solve this problem but reduces the (warm) biases

around Antarctica.

3.3 Spin-up procedure

Here we document the ACCESS-CM2 spin-up procedure,
including some of the debugging and tuning efforts over the
course ofmodel development. The initial spin-upwas conducted
withACCESS-CM2jforseveralcenturiesandtheofficialversion

of ACCESS-CM2 took over during the sequence of simulations
when CABLE was successfully implemented into the system.
Table 1provides a ‘‘chronological’’ chainof the consecutive runs

comprising the spin-up simulation, involving work with firstly
JULES, then CABLE versions, providing traceability of the
ACCESS-CM2 CMIP6 experiments.

As shown inTable 1, thePI spin-up simulations forACCESS-
CM2j andACCESS-CM2werecontinued for a total of950years,
significantly longer than that for the ACCESS CMIP5 models
(300 years for ACCESS1.0 and 250 years for ACCESS1.3).

Although they have been subject to moderate perturbations
because of tuning and debugging in the course of progress,
especially for the CABLE version whose final integration with

‘‘frozen’’ configurations is relatively short, we judge the ocean
interior has evolved adequately toward a quasi-equilibrium1

and is appropriate for commencing the CMIP6 experiments

(e.g. piControl, historical simulations).

4 Preindustrial spin-up results

In this section,weprovidebasic evaluationof theACCESS-CM2

and CM2j PI spin-up simulations. We choose to present a
selection of key fields in terms of temporal evolutions for the
500-year period starting from year 450 and ending at year 949.
Also presented are the results of the ACCESS1.3 500-year

piControl run, which was the continuation of ACCESS1.3 spin-
up from year 250 (Bi et al. 2013b). A ‘‘spin-up climatology’’ is
also defined as the time average over the last century of the 500-

year period selected, namely, years 850–949 for ACCESS-CM2
and CM2j, and years 650–749 for ACCESS1.3. For ease of
comparison for temporal evolutions,we redesignate the first year

of the 500-year periods as year ‘‘1’’. Because of the close
similarity of the ACCESS-CM2 and CM2j results, we choose to
omit theCM2jresultswhencomparingthespin-upclimatologyof

the two-generation models other than where it is needed. In
addition, because of the lack of observations for the PI climate,
recentobservationsareusedwhereapplicable for assessing thePI
spin-up results of the models on the basis that the models’ PI run

(tobeshownhere) andpresent-daycontrol simulations (withyear
2000 atmospheric condition, performed earlier and not shown
here) are quite similar in terms of fundamental features for the

chosen subset of variables discussed below.

4.1 Radiation budgets at the top of atmosphere

Fig. 2a shows the evolution of the global net radiation (positive
downward) at the top of atmosphere (TOA) in the selected 500-

yearPIsimulationperiodofthethreemodels.TheACCESS-CM2
models gradually stabilise at around a level of 0.35Wm�2 (with
CM2j being slightly less than CM2), similar to the ACCESS1.0
result (Bietal.2013b)but significantly larger thanACCESS1.3’s

long-stabilised level of imbalance of ,0.1Wm�2 that is well
within thecriteria for longpiControl/spin-up runs (e.g.Gentet al.
2011). The energy imbalance at TOA in the ACCESS-CM2

models implies continuous heat uptake of the earth system and
we will see later that the ocean internal temperature increases
nearly linearly.

Fig.2b,cshowsthetimeseriesof theTOAoutgoingshortwave
and longwave radiations (OSR and OLR) respectively, for the
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Fig. 2. Evolution of global mean radiations at the TOA: (a) net radiation

(positive inwards), (b) outgoing shortwave radiation (OSR, positive

outwards), and (c) outgoing longwave radiation (OLR, positive outwards).

A 10-year running mean is applied to all variables. Units: W m�2.

1Ideally the deep ocean should be spun up until reaching equilibrium, but it would require thousands of years integration (e.g. Stouffer 2004) and is practically

unaffordable.
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three runs. Both theOSRandOLR inACCESS1.3 have settled at
equilibrium over the whole period but in ACCESS-CM2 and

CM2j they have not yet stabilised, and the apparent net radiation
quasi-equilibriumof these twomodels in the last200years shown
in Fig. 2a actually results from a near cancelation of the opposite

trends in global mean OSR (decreasing) and OLR (increasing).
Moreover, ACCESS-CM2 andCM2j simulate evidently smaller
OLR but larger OSR than ACCESS1.3 at TOA.

Table2showsthatallmodelscorrectlygivenegativeNHtoSH
gradient (N-S gradient for simplicity) of the TOA net radiation,
indicating the system loses energy in the NH and gains energy in
the SH. ACCESS1.3 has a N-S gradient of net radiation of

–2.26Wm�2, roughly half of that seen in the ACCESS-CM2
models. This relatively small gradient results from the abnor-
mally large gradients of OLR (positive) and OSR (negative)

cancellingeachother,whichisnot thecasefor theACCESS-CM2
models (and is not seen in the present-day observations and the
GC3.1 simulation (Kuhlbrodt et al. 2018)). It is hard to judge the

realismof theseACCESSsimulations in this aspect due to lack of
PI observations, but we can see the difficulty of realistically
representing such radiative condition at the TOA. For example,
the GC3.1 present-day simulation gives a global mean N–S

gradient of –4.60Wm�2, which is somehow close to the
ACCESS-CM2 PI results but nearly 4 times the estimate from
present-day observations. This large deviation of the GC3.1

simulationfromtheobservationsis the jointresultof themodelled
large N–S gradients of OSR and OLR, but it is the strong
reflectivity in the NH that makes the most contribution, as

evidenced by the contrast of OSR N-S gradient between the
model (2.35Wm�2) and the observations (–0.1Wm�2).

That theGC3.1modelshowstoostrongareflectivity in theNH

indicates the model’s deficiency in handling atmospheric pro-
cesses such as cloud, aerosol and solar radiation. This deficiency
in atmosphere is carried on to the ACCESS-CM2 models which
share the same UM model and atmospheric configuration with

GC3.1, andwe see similar results in the PI simulations presented
here, despite the different conditions of greenhouse gases
and aerosols. For ACCESS1.3, the missing dust load in the

atmosphere (as noted in Section 2.1) is estimated to reduce the
globalmeanOSRby,0.5Wm�2, thereforeadding thedusteffect

would slightly increase the ACCESS1.3 OSR (from 96.67 to
,97.17Wm�2), and, if we assume it all goes into the NH,
it would change the OSR N–S gradient from –2.48 to at most

–1.48Wm�2, still in contrast to theACCESS-CM2modelswhich
shows notably stronger reflectivity in the NH than in the SH.

Under the PI forcing condition, ACCESS1.3 shows the

smallestplanetaryalbedo(0.2829)andACCESS-CM2jproduces
the largest (0.2895). The ACCESS-CM2 result being slightly
smaller than that ofACCESS-CM2j is at least partly attributed to
the ocean albedo adjustment – as stated in Table 1, the 2%

enhancement of ocean surface albedo (which has been applied
throughout theACCESS-CM2j run) has been removed in the last
100-year period of the ACCESS-CM2 spin-up. All the ACCESS

results from PI spin-ups are smaller than that from the GC3.1
present-day simulation and observations but may not be deemed
as unreasonable for the individual models because of the

sophisticateddependenceof theearth’splanetaryalbedooncloud
amount and properties, radiative effects of greenhouse gases and
aerosols, land use and ice/snow coverage on the earth surface.

4.2 Global precipitation

Fig. 3 presents the Global Precipitation Climatology Project
(GPCP) 1979–2016 observations annual mean precipitation

(Adler et al. 2018) and biases of the ACCESS1.3 and ACCESS-
CM2 PI spin-up climatology relative to the GPCP data. The two
models showvery similar global distributionsof the annualmean

precipitation and both have noticeable errors (Fig. 3b, c),
particularly over the tropical regions. The common issue of a
double intertropical convergence zone (ITCZ) in the Pacific

Ocean is evidenced by the excessive rainfall south of the equator
and reduction to the north of the equator, and this error is more
pronounced in ACCESS-CM2 as shown in Fig. 3b, c. The
meridional wave-like pattern of the biases in the tropical oceans

arisesfromamisrepresentationoftheITCZanditsseasonalcycle,
and it is resolution-independent in the UM (Kuhlbrodt et al.
2018). In the equatorial Atlantic Ocean, the positive rainfall bias

Table 2. The last 100-year mean of the TOA global mean radiation budget, outgoing shortwave and longwave radiations (OSR, OLR), planetary

albedo, and their hemispheric gradient (northern – southern: N-S) of the ACCESSmodels. Also listed in the table are the observations (e.g. Allan et al.

2014; Stephens et al. 2016) for present-day climatology and result (years 400–500mean) from aGC3.1 run (Kuhlbrodt et al. 2018) that was performed

with the N96ORCA1 version (N96 UM and 1-deg ocean) under constant present-day forcing (i.e. year 2000 condition of CO2 and aerosols).

GM5 global mean; net radiation is positive down while OSR and OLR are positive up; the observed net radiation budget is from Allan et al. (2014)

for the period of 2000–2012. Note the GC3.1 result and observations are presented here for general reference, not for the purpose of calibrating and

validating the PI simulations of the ACCESS models because of the different PI and present-day atmospheric conditions (greenhouse gases

and aerosols)

Net radiation budget OSR OLR Albedo

(Wm�2) (Wm�2) (Wm�2) (none)

GM N–S GM N–S GM N–S GM N–S

ACCESS1.3 0.04 –2.26 96.67 –2.48 244.8 4.93 0.2829 �0.004

ACCESS-CM2j 0.32 –4.35 98.54 1.86 241.4 2.67 0.2895 0.008

ACCESS-CM2 0.37 –4.96 97.99 1.58 241.9 3.56 0.2879 0.007

HadGEM-GC3.1 0.35 –4.60 99.30 2.35 240.7 2.70 0.2920 0.009

Observations 0.62� 0.43 –1.20 99.65� 2,3 –0.1 239.6� 2,3 1.30 0.2930 –
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found in ACCESS1.3 also becomes larger in ACCESS-CM2.
However, the excessive rainfall simulated byACCESS1.3 in the

tropical Indian Ocean, with the maximum error being five times
that in the observations, has been substantially reduced in

ACCESS-CM2.Similar improvementinACCESS-CM2canalso
be found over the maritime continent.

Globally, bothmodels simulatemore rainfall than thepresent-
day observations, with ACCESS-CM2 being slightly better than
ACCESS1.3, as indicated by the model biases and the ‘‘error

ratios’’ (ER, i.e. error-to-observation ratios) given in Table 3.
Kuhlbrodt et al. (2018) pointed out that the excess global mean
precipitation is a long-standing issue with the UM and other

global atmospheric models (Collins et al. 2010). The ACCESS
models’ precipitation rates under PI condition (3.178mm day�1

for ACCESS1.3 and 3.126mm day�1 for ACCESS-CM2) are
slightly higher than that from theGC3.1 present-day simulations

(e.g. 3.07mm day�1 for the GC3.1 N96 version).
Over the ocean, the two ACCESS models have similar

performance. The large root-mean-square-errors (RMSEs) are

mostly attributed to the large errors in the tropical regions shown
in Fig. 3b and c. The models also perform poorly along the west
coast of the South American continents (the ocean upwelling

region) where the largest error-to-observation ratios are located.
In fact, this upwelling area and its extension in the sub-tropical
Pacific Ocean have the most noticeable positive error ratio for
both models (data not shown), which is associated with the

models’ spuriously large surface warm biases over the region
(to be shown in Section 4.3) and the observations showing very
littleprecipitation(Fig.3a).Thelargepositiveerror inthewestern

tropical Indian Ocean seen in ACCESS1.3 is considerably
reduced inACCESS-CM2. In addition, itmaybeworthmention-
ingthatbothmodels,especiallyACCESS-CM2,simulateslightly

less precipitation than observed along theAntarcticCircumpolar
Current (ACC).

Over the land, ACCESS-CM2 seems to perform better than

over the ocean in terms of both the simulated magnitude and
distribution of precipitation. Particularly, the error ratio (7%) is
less than half of that over the ocean (18%). Note this error rate is
only one-third of its counterpart (21%) in ACCESS1.3, which

is even larger than that over the ocean (17%). Both models show
noticeable negative errors over India and northern South Amer-
ica, and positive errors over China and central South America.

However, ACCESS-CM2 shows more moderate rainfall errors
over the African continent and does not produce the noticeable
positive errors in tropical Africa seen in ACCESS1.3 (Fig. 3b).

Over Australia, bothmodels simulate precipitation quite close to
the observations everywhere except Western Australia where
ACCESS1.3 shows slight negative errors and Cape York (and
north) where ACCESS-CM2 simulates noticeably less rainfall.
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Fig. 3. Precipitation observations and model biases: (a) GPCP data 1979–

2016 mean; (b) ACCESS1.3 biases; (c) ACCESS-CM2 biases. Note the
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Table 3. GPCP present-day (1979–2016) observed precipitation (Adler et al. 2018), ACCESS-CM2 and ACCESS1.3 PI spin-up biases, error ratios

(bias/observation,%), and RMSEs. Also included is the precipitation difference between the twomodels (ACCESS-CM2minus ACCESS1.3). Except

the error ratios (ERs), all items have units of mm day21

GPCP ACCESS1.3 ACCESS-CM2 ACCESS-CM2–ACCESS1.3

Bias ER (%) RMSE Bias ER (%) RMSE

Global 2.690 0.488 18 1.376 0.436 16 1.285 –0.052

Land 2.009 0.426 21 1.309 0.143 7 1.023 –0.283

Ocean 2.919 0.508 17 1.398 0.534 18 1.362 0.026
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4.3 Sea surface features

4.3.1 Sea surface temperature

Fig. 4a shows theevolutionofglobal averageannualmeansea
surface temperature (SST). Compared with ACCESS1.3, where
the temperature is relatively stable across the 500-year simula-
tion, the ACCESS-CM2models undergo evident warming in the

first 300 years (i.e. model years 450–749) and then start stabilis-
ing. This difference is due to the ‘‘coupling shock’’ (abrupt
cooling and freshening, not shown) that occurs at the beginning

of the spin-up run that is much larger in ACCESS-CM2 than
ACCESS1.3. In fact, ACCESS1.3 sees a global mean cooling of
merely,0.38Cin the first 10 years and then a rapid recovery over

the next couple of decades. For ACCESS-CM2j; however, the
globalmeanSSTdrops,18Cin the first25yearsor soandstaysat
that level for many decades before starting a slow recovery. This

recovery lasts for many hundreds of years until the global mean
SST finally catches up with the level of ACCESS1.3 in the late
stage of the spin-up, as shown in Fig. 3a. The reason for the

remarkable difference in coupling shock and recovery between
ACCESS1.3 and ACCESS-CM2j is unclear and requires further

investigation. ACCESS-CM2 generally follows the track of
ACCESS-CM2j but shows significant adjustment (dipping and
recovery) in the last century due to changes made in the CABLE

model configuration (see Table 1).
Fig. 4b, c present the global pattern of annual mean SST

biases for ACCESS1.3 and ACCESS-CM2, respectively.

ACCESS-CM2 has a global mean bias of 0.138C, better than
the 0.268C error of ACCESS1.3, indicating an overall closer
agreement of ACCESS-CM2 with the observations. However,
in ACCESS-CM2 the standard deviation (RMSE) of 1.178C is

larger than that of ACCESS1.3 (1.068C),meaning a poorer SST
pattern in the newmodel, as evidencedby the twomaps inFig. 4.
For example, compared with ACCESS1.3, ACCESS-CM2 has

much larger areas of cold biases (in theNorth Pacific) andwarm
biases (in the Southern Ocean). Such ‘‘unbalanced’’ geographi-
caldistributionofwarmandcoldbiases inACCESS-CM2isalso

found in theMetOfficeGC3.1model (Kuhlbrodt et al. 2018). It
is largely associated with the UM model configuration, espe-
cially thephysicalparameterisationssuchas theaerosols, clouds
and radiation schemes, and aligns with the significant NH-SH

asymmetry of the TOA net radiation budget found in ACCESS-
CM2 and GC3.1 (Table 2). Differences in the SST biases in the
Southern Ocean, especially the Antarctic coastal regions where

ACCESS1.3showsnowarmbiasorevenaslightcolderrorwhile
ACCESS-CM2 shows small warm errors, are of climatic
significance. They result in considerably different performance

in sea ice simulations of the two models, as presented in
Section 4.4.

While ACCESS-CM2 andACCESS1.3 show generally simi-

lar SST biases in the Indian Ocean and South Pacific, ACCESS-
CM2 presents some noticeable improvements over ACCESS1.3
inafewregions.Forexample, thebroadcoldbiasesfoundoverthe
408S–408N band of the Atlantic Ocean in ACCESS1.3, which is

mainly attributed to the error in SW cloud radiative forcing (Bi
et al.2013b), are not seen inACCESS-CM2, indicating improve-
ment of the cloud simulation there. In addition, the large warm

biases shown in Fig. 4b along the major frontal zones such as the
western boundary currents in the North Pacific (Kuroshio
Current) and North Atlantic (Gulf Stream) are significantly

reduced in Fig. 4c.
It is well known that a coarse (i.e. non-eddy permitting)

resolution of the ocean model does not represent the frontal
current structures and positions properly. Ocean frontal zones

have strong horizontal gradients of temperature, therefore any
errors of location and intensity of the modelled frontal flows
(associatedwiththeoverlyingatmosphericforcing)result inlarge

local SST biases in these locations. The reason for the improve-
ment of theACCESS-CM2simulation over these frontal zones is
not clear and requires further investigation. In ACCESS1.3, the

strong cold bias (up to 5–68C) located southeast of the Labrador
Sea, is a common issue of 18 resolution ocean models
(Danabasoglu et al. 2014) due to their deficiency in representing

theGulfStreampath,which in reality turnseast athigher latitudes
so that the warm (and salty) waters from low latitudes are
transported into the northern North Atlantic. This cold error is
also significantly reduced (down to 2–38C) in ACCESS-CM2.
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Oneof the notable deficiencies, common tobothACCESS1.3
and ACCESS-CM2, is the tongue of warm biases off the west

coasts ofAmerica andAfrica. This is also a common error shared
by many coarse resolution ocean models as shown by Griffies
et al. (2009), caused by the model underestimating the coastal

upwelling and associated westward mass transport. A test
simulation using a prototype version of ACCESS-CM2, which
was configured with N96 UM/GA6 atmosphere and 1

4
8MOM5

ocean, showed that these large west coast warm biases are
substantially reduced, confirming the importance of higher
resolution for representing the ocean dynamic processes, such
as coastal upwelling.

We note that, for ACCESS1.3, the SW penetration misconfi-
guration mentioned in Section 2.3 may have to some extent
intensified the warm biases in the west coastal regions off South

America and South Africa in particular. As discussed in Bi et al.
(2013a), such ‘‘additional’’ warming originates from the sub-
surface water which is warmed by the deeper short-wave

penetration (associated with using of Kd490) and upwelled to the
surface.

4.3.2 Sea surface salinity

Fig. 5a shows theevolutionof annualmeanglobal average sea
surfacesalinity(SSS)of the threespin-upsimulations.Allmodels
have generally stabilised, but the SSS equilibria of ACCESS1.3

and ACCESS-CM2/CM2j deviate from each other. This differ-
ence results from a much larger coupling shock in ACCESS-
CM2, which brings the global mean SSS from the initial level of

34.72 psu down to 34.45 psu within the first hundred years (not
shown), andthe fresheningcontinues throughout thecourseof the
spin-upatadecreasingratewhichresults inafurtherSSSdecrease

of 0.08 psu in the last 850 years of the total 950-year spin-up. For
ACCESS1.3, the coupling shock brings the global mean SSS
downto34.55 psuinthefirst80years,butafter that theSSSstartsa
slow but steady recovery, which leads to a final globalmean SSS

of 34.65 psu, quite close to the initial condition. The SSS
evolution of ACCESS-CM2 generally follows that of
ACCESS-CM2j, but it is more stable across the simulation.

Fig. 5b, cpresent themapsof global average annualmeanSSS
biases (relative to present-day observation) of ACCESS1.3 and
ACCESS-CM2, respectively. In the twomaps, broadsimilarity is

seen in theArcticOcean, Indian ocean, andSouthAtlanticwhilst
differences are evident in theother basins.Overall, theACCESS-
CM2 result is much fresher than that of ACCESS1.3 across the
wholePacificOcean,mostof theAtlanticOceanandtheSouthern

Ocean. In fact, the global mean SSS bias is –0.025 psu in
ACCESS1.3 and –0.221 psu in ACCESS-CM2, with the RMSE
being 1.303 psu and 1.743 psu for the two models, respectively,

showing larger spatial deviation of ACCESS-CM2 from the
observations. LikeACCESS1.3, ACCESS-CM2 sees large fresh
biases in the East Asianmarginal seas, North Sea, Baltic Sea and

Gulf ofBothnia, and particularlyHudsonBay.As discussed inBi
et al. (2013b), these large fresh biases are associated with river
routing errors in the land surface model and the inability of a

coarse resolution ocean model to properly represent the circula-
tion in marginal seas with limited connection to the open ocean.

Noticeable positive salinitybiases are found in several places:
large salinity errors occur in the Arctic Ocean (north of Siberia),

possibly resulting from poor representation of river runoff in the

land model and observation errors in ice covered waters; a large
region of high salinity biases in the Arabian Sea and the Bay of
Bengal, which is associated with the negative rainfall bias there
(as shown in Fig. 3). Also, ACCESS-CM2 produces a large

salinity error over the whole Mediterranean Sea, whereas
ACCESS1.3 sees fresh biases in the Eastern Mediterranean
Sea. Such differences may be attributed to the different local

rainfall biases in themodels. Fig. 3b, c show that ACCESS-CM2
and ACCESS1.3 have mild negative and positive errors, respec-
tively, in the Eastern Mediterranean Sea, which causes 0.4mm

day�1 less rainfall inACCESS-CM2 thanACCESS1.3.A lack of
efficient connectivitywith theNorthAtlantic, due to theconstric-
tion of the Strait of Gibraltar, allows this salinity bias to increase

over the course of the integration.
That the global ocean surface water is about 0.25 psu less

saline in ACCESS-CM2 than in ACCESS1.3 (Fig. 5a) may be
attributed to slightlymore rainfall (0.026mmday�1, as shown in
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Table 3) over the ACCESS-CM2 ocean, plus somewhat more
runoff from land (not shown). Despite the large error of lower

SSS, ACCESS-CM2 actually has a well-balanced sea surface
water flux budget, which leads to a stable water volume for
the ocean and constant global ocean salinity. In contrast,

ACCESS1.3undergoes a continuous increase of theglobal ocean
salinityalthoughithasamuchsmaller salinityerrorat thesurface.
This comparison is presented in Section 4.5.

4.4 Sea ice

Fig. 6a, b show the annual cycle climatology of sea ice extent for
the NH and SH, respectively, from the model results (last 100-

year mean) and the HadISST reconstructed ice concentration
(Rayner et al. 2003) for the periods of 1947–1977 (which is just
prior to the satellite era) and 1978–2019 (satellite era). The pre-

satellite observational data is used to evaluate the models’ ice
simulationunder PI conditionover theNH, asWalsh et al. (2015)
have reconstructed the ice extent from 1850 and shown no

dramatic change of the NH sea ice coverage prior to the mid–
1970s but unprecedented decrease from the late 1970s onwards.
However, we choose the satellite-era data (1978–2019) to
evaluate the models’ ice simulation around Antarctica because

of lack of enough reliable data records in the SH prior to the
satellite era.

We see that theACCESS-CM2models yieldnearly identical

PI spin-up climate of the sea ice coverageyear-round inboth the
NH and SH, and they noticeably deviate from the ACCESS1.3
result and the observational estimates. In the NH, compared

with the pre-satellite observations, the ACCESS1.3 result is
close to the present-day satellite observations and thus under-
estimates the Arctic sea ice extent in all seasons under PI

condition, while the ACCESS-CM2 models gives a better
annual mean ice coverage but noticeably overestimate the
late-winter ice growth and summer ice retreat. The cause of
the winter maximum sea ice extent in the ACCESS-CM2

models being considerably larger than ACCESS1.3 (and
observations) is related to the models’ winter air temperature
being 38C colder over the Arctic Ocean than ACCESS1.3,

consistent with a (up to,7 hPa) stronger high-pressure system
over the Beaufort Sea (not shown). This very strong Beaufort
system has existed since the UM GA6.0 and is associated with

implementation of the ENDGame dynamical core (see
Section 2). In the SH, however, the situation is reversed. The
ACCESS-CM2 models show noticeable scarcity of ice around
Antarctica atmost times of theyear (i.e. Jan–Oct.). Particularly,

they largely overestimate the ice retreat in late summer
(February–March) when the modelled ice coverage shrinks to
only about 30% of what is seen in the observations. In contrast,

ACCESS1.3 produces more extensive ice coverage than the
observations the year round. This deviation in ice extent
between ACCESS-CM2 and ACCESS1.3 is inconsistent with

the different SST biases near Antarctica shown in Fig. 4.
Fig. 7 shows the PI spin-up climatology of ACCESS1.3 and

ACCESS-CM2 sea ice thickness in the summer season, i.e. July-

September for NH and January–March for SH. For the NH
summer, ACCESS-CM2 yields more extensive, though rela-
tively thin (,0.25 cm), ice cover outside the observed 15% ice
concentration boundary, particularly in the Barents Sea,

Greenland Sea and Hudson Bay, as shown Fig. 7b. Also evident
is that ACCESS-CM2 simulates slightly thicker sea ice than
ACCESS1.3, although it is not unreasonable for ice to be2.5–3m

thick across the central Arctic in summer, based on historical
estimates of thickness of ice from submarine expeditions in the
1970s and 1980s (Yu et al. 2004; Kwok 2018), prior to the ice

declineobservedover the recentdecadeswhenmuchof themulti-
year ice has disappeared (Comiso 2012; Kwok 2018).

For the SH summer, the ice extent off Antarctica in the

ACCESS-CM2 PI spin-up is not extensive enough (as shown in
Fig. 6b). Despite the improvements introduced to the Southern
Ocean by the iceberg scheme (Section 3.2), the SSTs still exceed
levels required for the realistic retentionof sea ice insummer.The

ice thickness in ACCESS-CM2 (Fig. 7d) no longer has a coastal
bandof (too) thick iceas seen inACCESS1.3 (Fig.7c), and the ice
thickness pattern in theWeddell Sea is not realistic. Too little ice

remains around the East Antarctic coast where the surface ocean
is 2–38C too warm in the January–March season. In contrast,
ACCESS1.3showedonlysmallSSTbiasesoffAntarctica as seen

inFig.4b,whichresultedinthemoreextensiveandunrealistically
thick ice coverage.

4.5 Ocean interior

4.5.1 Global ocean temperature, salinity, and sea level

During the course of the spin-up, all three models undergo
continuous thermal adjustment within the ocean interior. Fig. 8a

shows the model drifts of annual mean global ocean volume-
weighted temperature relative to the start of the selected500-year
period. For the two ACCESS-CM2 models, consistent with the
larger positive TOA radiation budgets (Fig. 2a), the simulated
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earth system takes up the extra heat and stores it in theocean.This
heat uptake causes a considerable linear increase of the ocean
temperature, with a total warming of ,0.418C after 500 years.

However, for ACCESS1.3, the ocean temperature drifts in the
opposite direction and is ,0.168C lower by the end of the
500-year period, despite a small positive radiation imbalance at

the TOA during the whole integration period.
Examination of heat fluxes at the ocean surface shows a

negative energy imbalance of about 0.1Wm�2 (i.e. ocean losing

heat) in ACCESS1.3, which drives the cooling of the ocean
interior but raises the question as to where the missing sink is in
the energy budget to explain the heat loss. A similar concern is
also found in the ACCESS-CM2 model, namely, the ocean

uptakes less than 87% of the TOA radiation budget: the
0.41218C global ocean warming shown in Fig. 8a for ACCESS-
CM2indicatesanoceanheatuptakeofabout2.265� 1024Joules.

This amount of heat is only 86.7% of the system’s net gain of
energy which is approximately 2.613� 1024 Joules, as implied
by the (500-year mean) TOA net radiation imbalance of

0.4586Wm�2 (as shown in Fig. 2a). The remaining 13.3% of
the heat gained would be too much to be stored anywhere in the

system other than the ocean component. This indicates that there
is an issue with energy conservation in the model which requires
further investigation.

Fig. 8b shows the drift in annual mean volume-weighted
global ocean salinityof the threemodels.ACCESS1.3undergoes
nearly linear salinity increase, indicatingcontinuous lossofwater

mass from the ocean and thus the dropping of sea level height, as
shown in Fig. 8c. In fact, the eventual increase of 0.00677 psu in
global ocean salinity is equivalent to a sea level drop of about

70.2 cm,whichisquiteclose tothe75 cmindicatedbyFig.8c.The
ACCESS-CM2 models have a much better water mass balance,
which is evidenced by very little change in the global ocean
salinity and barystatic sea level height over the 500-year simula-

tion. Particularly, ACCESS-CM2 maintains a very stable bary-
static sea level height, which is noticeably better than the
ACCESS-CM2jcase.Wenote that,when the impliedstericeffect

(expansion or contraction associated with change in the thermo-
haline state of the ocean) is considered, the (combined) sea level
would see a rise of over 10 cm by the end of the 500-year

ACCESS-CM2 simulations due to the 0.48C warming in the
ocean interior shown in Fig. 8a.
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During the simulation, thermal changes in the ocean interior
are not uniform through the depth, and salinity also undergoes

continuous adjustment, although the ocean water mass and total
salt are well conserved (see Fig. 10 and below). Changes in
temperature and salinity are both strongly basin dependent and
vary considerably with depth, as seen in Fig. 9, which shows the

observations (Locarnini et al. 2010; Antonov et al. 2010) and
model biases of the zonally averaged annual mean temperature
and salinity (last 100-yearmean) forACCESS1.3 andACCESS-

CM2. ACCESS-CM2j is omitted here because of its strong
similarity to ACCESS-CM2. Clearly ACCESS1.3 is somewhat
too warm and saline in the subsurface north of 40–508S, with the
most evident errors located in the 0–408N, 100–1200m zone.
ACCESS-CM2 shows significant thermal biases in a more
extensive region (608S–708N, 200–3000m) and generally nega-

tive salinity error in the upper ocean (above 600m) except the
narrowband just south of 408Nwhere a large positive saline error
is generateddue to themodel’s poor representationof theoutflow
from the Mediterranean Sea into the Atlantic Ocean through the

Strait of Gibraltar.
It is worth noting that the large positive salinity bias of

ACCESS1.3, centred at around 400m depth, 10–208N, extends
too far south (Fig. 9d) and degrades themodel’s representation of

the northward penetration of the Antarctic Immediate Water
(AAIW) fresh tongue. The AAIW, formed at the ocean surface

in the Antarctic convergence zone located 50–608S, is a cold,
relatively low salinity water mass found mostly at immediate
depths in the Southern Ocean. The observed AAIW fresh tongue

penetrates northward across the equator (Fig. 9b), which is
simulated quite realistically in ACCESS-CM2 but not as well in
ACCESS1.3 (data not shown).

Another notable difference between the ACCESS1.3 and
ACCESS-CM2 simulations is found near Antarctica and in the
abyssal ocean where ACCESS1.3 shows significant cooling
biases, while ACCESS-CM2 has only minor cooling close to

Antarctica with slight warming in the abyssal ocean. Along with
the progress of the models’ spin-up towards their individual
equilibria (whichmay take thousands of years in the deep ocean),

this contrast between the two models becomes larger over time.
Fig. 10 shows the drifts (relative to the beginning of the periods
considered) of horizontally averaged global ocean temperature

and salinity of ACCESS1.3 and ACCESS-CM2. In ACCESS1.3
the ocean becomes warmer and saltier above 2000m while
below this there is cooling and freshening. In contrast, as shown
in Fig. 10c, the ACCESS-CM2 model undergoes continuous

warming at all depths except the top 400-m layerwhere a thermal
(quasi-)equilibrium has been reached in the last 200 years. The
strongest drift occurs at around 2000m depth, with the largest

warming being over 0.68Cwithin 500 years. Fig. 10d shows that
salinity adjustment in ACCESS-CM2 is more complicated: both
the upper (above 1000m) and bottom (below 3000m) oceans see

fresheningdevelopingwhile the layer inbetweenbecomessaltier,
with no sign of stabilisation yet. The ACCESS-CM2 abyssal
ocean undergoes slow change (warming and freshening) as a

result of the ocean circulations presented in Section 4.5.3.

4.5.2 Mixed layer depth

Mixed layer depth (MLD) is jointly determined by many

atmospheric and oceanic processes such as wind-driven mixing,
subduction,heatandwaterexchangebetweentheatmosphereand
ocean, and density-induced convective overturning. Here, the

MLD is diagnosed from the simulated temperature and salinity
using a criterion based on increase in density from the surface of
0.125 kgm�3 for the NH following Danabasoglu et al. (2014),

and of 0.03 kgm�3 for the SH following Downes et al. (2015).
Fig. 11 presents the last 100-year average annual maximum

MLD climatology of the ACCESS1.3 and ACCESS-CM2 PI
spin-ups, along with the present-day observed estimate (Griffies

et al. 2009). The annual maximumMLD in reality is attained in
latewinterandrepresents thedeepmixingofsurfacewaters that is
associatedwithoceanwatermass formation.Fig.11b,c showthat

the two models simulate generally very similar geographical
patterns in the global ocean except the Southern Ocean off
Antarctica (Ross Sea and Weddell Sea) where ACCESS1.3 has

very deep and extensive winter mixed layers (down to the ocean
bottom) but ACCESS-CM2 does not. Compared with the
observed estimate shown in Fig. 11a, the ACCESS-CM2 result

is more realistic than that of ACCESS1.3 in the Southern Ocean,
although it has a somewhat too extensive and deep maximum
MLD along the Antarctic coast and overestimates the Ross sea
convection.
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Along the northern flank of the Antarctic Circumpolar

Current (ACC) in the Indian and Pacific oceans, observations

show a long, narrow band of deep mixed layers which is

associated with the Sub-Antarctic Mode Water formation and

generally penetrates down to the depth of 300–700m. The two

models represent this band quite well but slightly overestimate

the extent (and intensity) and produce a noticeable extension in

the SouthAtlantic Ocean that does not exist in the observations.

In the subpolar North Atlantic Ocean where the North Atlantic

DeepWater (NADW) formation occurs, the observations show

the winter deep mixing down to the depth of about 800m. Both

models misrepresent the location of the deepest mixing and

spuriously exaggerate the intensity and extent of this deep

mixing zone. In particular, ACCESS1.3 simulates the deepest

mixing (over 4000m) south of Greenland, associated with the

large cold biases found there (Fig. 4b). In the northern part of the

NHsubtropical gyres, bothmodels produce significantlydeeper

and more extensive maximum MLD than that seen in the

observations. These regions are adjacent to the major frontal
zones and prone to mis-presentation of the winds and surface

buoyancy conditions.

4.5.3 Meridional overturning circulations

The ocean’s meridional overturning circulation (MOC) con-

nects the surfaceoceanandatmospherewith thehuge reservoir of
the deep ocean and is extremely important to the global climate
systembecauseof its critical role in transporting largeamounts of

water,heat, salt,carbon,nutrientsandothersubstancesaroundthe
globe. It is essential that a climate model be able to simulate
realistic MOC patterns and strengths in the global ocean and

individual ocean basins, particularly the Atlantic Ocean where
the MOC is the central part of the global ocean conveyor belt.
Fig. 12 presents the modelled global ocean and Atlantic Ocean

MOC(AMOC)climatologyofACCESS1.3 andACCESS-CM2,
along with the temporal evolution of three important indices
(representing water mass transports) over the 500-year period.
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Note theACCESS-CM2j result was omitted because it hasMOC
patterns that are very similar to ACCESS-CM2.

The main features of the global ocean MOC (Fig. 12b, d)

include the Antarctic Bottom Water (AABW) formation cell
adjacent to Antarctica (centred around 688S, 1000m depth), an
abyssal cell (centred around 3500m depth, extending from
Antarctica to the mid-latitudes of the NH), the tropical wind-

driven cells (strong and shallow, beside the equator), the Deacon
Cell driven by the SH sub-polar westerlies (centred around 608S,
penetrating to the depth of 2500m in ACCESS-CM2 but to the

bottom of the ocean in ACCESS1.3), and the NADW formation
cell (centred around 458Nand1000m, penetrating to the depth of
around 3000m). We note that the Deacon cell in the Southern

Ocean is an indirect cell that is apparent when the zonal mean
MOCiscalculated inheightcoordinates,butdoesnotappear (or is
substantially reduced) if the MOC is calculated in density
coordinates (e.g. Doos andWebb 1994; Hirst et al. 1996).While

producing generally similar patterns of MOC in both the global
ocean and Atlantic Ocean, the two models evidently differ from
eachother inrepresentingtheDeaconcellandtheSouthernOcean

abyssal cell.

Fig. 12b shows a very strong abyssal circulation in
ACCESS1.3 which, together with the spuriously deep and
extensive convection off Antarctica (Ross Sea and Weddell

Sea, seeFig. 11b), is responsible for ventilating the abyssal ocean
with the cold and fresh AABW, explaining the large cooling and
freshening in theabyssaloceanofACCESS1.3 (e.g.Figs. 10a,b).
In theACCESS-CM2case, theAABWis transportednorthwards

byamilderabyssalcirculationwhichventilates thebottomocean,
and the abyssal ocean shows much more moderate drift in both
salinity and temperature (Fig. 10c, d).

Fig. 12e shows that, with evident decadal variability, the
NADW intensity and the maximum AMOC transport at 268N
are stabilised at around 22 Sv and 18 Sv, respectively, for both

models.ThismodelledNADWintensity is considerably stronger
than the estimated value of ,15 Sv from observations (e.g.
Ganachaud and Wunsch 2000; Ganachaud 2003; Lumpkin
et al. 2008). The modelled AMOC at 268N is well within the

rangeofRAPIDarrayat268Nobservation (McCarthyetal.2015;
Smeed et al. 2018) although the observations show significant
interannual variability and a sudden drop of the transport around

2008. For example, Smeed et al. (2018) showed that the AMOC
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transport at 268N was ,17–20.5 Sv before 2008, dipped to a

minimum of 12 Sv at around 2010 and then generally fluctuated
between 15 and 17 Sv thereafter.

Similarly, as shown in Fig. 12f, the AABW formation cell in

bothmodels evolveswithdecadalvariability,withameanof,11
Sv in ACCESS1.3 and,12 Sv in ACCESS-CM2 which may be
significantly lower than the present-day observations. For exam-

ple, Naveira Garabato et al. (2002) reported a diagnosed AABW
formation of 9.7� 3.9 Sv in the Weddell Sea alone, and Talley
(2013) gave an estimate of 29 Sv of the total AABW formation.

4.5.4 Barotropic flows

Fig. 13a, b show the barotropic streamfunction climatology
maps of the ACCESS1.3 and ACCESS-CM2 spin-ups, respec-
tively. The barotropic streamfunction depicts the vertically

integrated horizontal water mass transport by the major currents
and gyres, which are all primarily wind-driven, of the global
ocean. Both models produce reasonable patterns of the global

oceanbarotropicflowsandrepresentquitewell themajorcurrents
and gyres, such as the very strong ACC which is the only flow
connecting the Indian, Pacific and Atlantic oceans, as well as

strong anti-cyclonic subtropical gyres in the three major oceans
that depict the western boundary currents and cyclonic subpolar

and tropical gyres.
Despite the general similarity of the distributional patterns in

the two maps, there are some noticeable differences between

them. For example, theGulf Stream (western boundary currents)
in theNorthAtlantic is slightly weaker inACCESS-CM2 than in
ACCESS1.3. However, the maximum transport rate of about 30

Sv in both models is in good accordance with the observed
estimate, which was ,32–35 Sv before 2008 and fluctuated
around 32.5 Sv thereafter at 268N, from the RAPID-WATCH
project (Smeed et al. 2018). We note that although the models

produce realistic transport of the Gulf Stream inflow, the
simulated western boundary currents are too wide and slow to
exhibit realistic inertialbehaviour in theiroutflowsbecauseof the

low resolution (Kiss et al. 2020, and reference therein).
Further north, the simulated subpolar gyres in ACCESS1.3

(ACCESS-CM2) give a maximum transport of 17 (26) Sv in the

North Pacific Ocean and 45 (29) Sv in the North Atlantic Ocean,
respectively, and their counterparts fromobservational estimates
are 32Sv (Colin deVerdière andOllitrault 2016) and,25–40Sv
(Clarke 1984;Bacon 1997).We see thatACCESS-CM2matches

theobservations better thanACCESS1.3, and this difference is of
climatic significance. A stronger subpolar cyclonic gyre trans-
ports more cold water from north to south and pushes back the

poleward intrusion of warmwater brought from the south by the
subtropical gyre and vice versa. For ACCESS1.3, the subpolar
cyclonicgyre is toostrongintheNorthAtlanticbut tooweakinthe

North Pacific, and consequently themodel sees large cold biases
andspuriouslydeepmixingsouthofGreenland(Figs.4b,11b)but
strong warm biases northeast of Japan (Fig. 4b). These thermal

biases are largely reduced inACCESS-CM2 (Fig. 4c), associated
with a more reasonable representation of the subpolar cyclonic
gyre than in ACCESS1.3. In the North Pacific Ocean ACCESS-
CM2 sees the poleward Kuroshio Current turn east earlier than

that in ACCESS1.3, which results in significant improvement of
the SST simulation in that region (see Fig. 4b, c).

TheACC is themost important current in the SouthernOcean

and the strongest in the world oceans. It is the only current that
flows completely around the globe, encircling the Antarctic
continent. The ACC is an eastward flow primarily driven by the

strong westerly winds and is in approximately geostrophic
balance with the meridional density gradient in the Southern
Ocean (e.g. Bi et al. 2002). Fig. 13c shows the evolution of the
ACC transport throughDrake Passage simulated in the 3models.

While undergoing noticeable decadal oscillation, the ACC is
stabilised in ACCESS-CM2 and ACCESS-CM2j at a level
(,185–188 Sv) just above the observational range (173� 11

Sv; Donohue et al. 2016), but in ACCESS1.3 drifts to a
considerably higher level, reaching 200 Sv by the end of the
run. In fact, theACC transport inACCESS-CM2j increases from

around150Sv toover180Svwithin the first 200yearsof the spin-
up (not shown) and stabilises thereafter; ACCESS-CM2 starts
from the end of year 200 ofACCESS-CM2j and only sees a short

and small increase of ACC at the start and then stabilises;
ACCESS1.3 has a continuous increase in the ACC transport
through the whole 750-year integration. That ACCESS1.3
produces higher ACC transport than ACCESS-CM2 likely
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are from the last 100-year average.
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results from the difference in buoyancy biases between the two

models in the Southern Ocean. As shown in Fig. 9b–f, although
the twomodels show generally similar salinity biases in the high
latitudes water column in the Southern Ocean, ACCESS1.3 has

noticeably stronger temperature contrast cross 608S than
ACCESS-CM2, allowing for a stronger meridional density
gradient in the water column cross ACC for ACCESS1.3, which

requires stronger ACC flow to maintain the geostrophic balance
(Bi et al. 2002).

4.6 El Nino Southern Oscillation

El Nino Southern Oscillation (ENSO) is a coupled ocean-
atmosphere phenomenon, a dominant mode of interannual
variability found in the Pacific Ocean that exerts great impacts

on weather, climate and ecological systemworldwide. As one of
the most influential natural phenomena, ENSO has been an
important indicator for evaluating coupledmodels’ performance

in climate simulation (e.g. Leloup et al. 2008; Bellenger et al.

2014).Hereweprovide abasic evaluationof themodelledENSO
in ACCESS-CM2 and ACCESS1.3 by comparing the ENSO
variability (tropical Pacific SST standard deviation), variance

and frequency (power spectra) against that from the 1990–2014
HadISSTobservations(Rayneretal.2003).Detailedanalysisand
evaluation of the ACCESS-CM2 ENSO simulation with more

complicated metrics will be presented in future papers.
As shown in Fig. 14a, ENSO is characterised by large-scale

anomalous SST warming (El Nino)/cooling (La Nina) in the
tropical central eastern Pacific, with the largest variability

(RMSE. 18C) located at around 1058W on the equator. The
ACCESS models generally depict such a feature but show
noticeabledifferences.ACCESS1.3simulates the largevariability

centre(withmaximumRMSEofabout1.38)ataround08N,1108W,
and the westward extension of this centre is too far west, reaching
themaritimecontinent and formsanotherhighvariability centre in
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the tropical western Pacific (Fig. 14b). Such unrealistic spatial
pattern of ENSO variability is associated with the models’ cold
biases in the tropical Pacific Ocean (e.g. Samanta et al. 2018) as

shown in Fig. 4b. For ACCESS-CM2 (Fig. 14c), the ENSO
variability is even higher (maximum RMSE. 28C) and centred
further west on the equator (at 1158W). However, the westward
extension of this variability is more like the observations than

ACCESS1.3 and there is no second variability peak in the west,
which is anotable improvement ofACCCESS-CM2 in simulating
the ENSO variability pattern.

Fig.14dshowstheobservedNino3SSTanomalypowerspectra
for the period of 1900–2014, which indicates the SST oscillations
between warming and cooling on a time scale of 3–7 years.

ACCESS-CM2 fails to produce strong enough variance (power)
over the dominant frequency range (i.e..3 years, as shownby the
observation) in all the three 100-year time slices (Fig. 14f), and

generallypresents regularquasi-biennialoscillationsof theNino3
SST.ACCESS1.3(Fig.14e)ontheotherhandsimulatessomewhat

too strong variance in the 3–4 year time scale for one of the 3 time
slices but shows quite realistic power spectrum for another time

slice (red curve) which presents two variance peaks at 3-year and
.4-year time scales, respectively, and overall has a much better
power spectrum than the ACCESS-CM2 simulation.

5 Concluding summary

Two versions of the new generation ACCESS coupled model,

ACCESS-CM2which usesCABLE2.5 as the land surfacemodel
and ACCESS-CM2j, which is configured with the JULES land
surface scheme, have been used in parallel to conduct long spin-

upsimulationsunderpreindustrial atmosphericconditionsaspart
of preparations for the ACCESS-CM2 submission to CMIP6.
This studydescribes themodelconfigurationandprovidesabasic

assessment of themodel’s PI spin-up climate, with a focus on the
results for the official version ACCESS-CM2.

Bycomparing theACCESS-CM2andACCESS1.3PIspin-up

results against thepresent-dayobservationswhereapplicable,we
see some significant improvements in ACCESS-CM2 over the
CMIP5 model ACCESS1.3, including the following.

� Good closure of water mass conservation – contrasting to a
faulty, constant water loss from the world oceans in

ACCESS1.3, ACCESS-CM2 has very good hydrological
balance which leads to very stable global barystatic sea level
height over the course of the spin-up simulation.

� Better simulation of precipitation over land – model error of

ACCESS-CM2 is only 1/3 of that seen in ACCESS1.3.
� Better representation of the Antarctic Intermediate Water

(AAIW) – the characteristic northward extension of the

AAIW subsurface fresh tongue is in much closer agreement
with the observations.

� More realistic meridional overturning circulations in deep

ocean – ACCESS-CM2 simulates an abyssal circulation with
milder strength, resulting in reasonable ventilation. Thus
ACCESS-CM2 does not show the cooling and freshening
drift in the bottom ocean seen in ACCESS1.3.

� Better barotropic flows – ACCESS-CM2 simulates more
realistic strength and position of the subpolar cyclonic gyres
in both the North Atlantic and North Pacific. This improvement

results in smaller SSTbiases in the subpolar frontal zones,which
is very likely the reason for the model avoiding the spuriously
deep mixing south of Greenland seen in ACCESS1.3. Also

notable is that the Antarctic Circumpolar Current transport in
ACCESS-CM2 is more stable and closer to observations.

Meanwhile, we see noticeable worsening in some aspects of
the ACCESS-CM2 simulation relative to ACCESS1.3, such as
the following.

� Larger imbalance of radiation budget at the top of
atmosphere – this is partly reflected in the linear increase

of the global ocean average temperature; however, it
significantly exceeds the continuous heat uptake in the
ocean due to an energy conservation issue.

� Larger sea surface warm biases in the Southern Ocean,
particularly the Antarctic coastal regions – in association with
this, ACCESS-CM2 simulates somewhat smaller extent and
too thin Antarctic sea ice, especially in the summer season.
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� Large fresh biases at the sea surface – despite very good
hydrological balance and thus stable global ocean average
salinity, the surface ocean overall sees a significant drop in

salinity.
� ENSO is a too regular quasi-biennial event.

We note that this assessment of theACCESS-CM2PI spin-up

simulations in this study is predominantly focussed on the ocean

climate. This is because the ocean is the slowest component to

equilibrate across the spin-up run and hence sets the basis for a
stable control simulation. More comprehensive assessments of
themodel performance inclimate simulations coveringallmodel

components will be done based on the CMIP6 historical and
piControl simulations and will be presented in future papers.
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B. L., Scheinert, M., Sidorenko, D., Treguier, A.-M., Tsujino, H., Uotila,

P., Valcke, S., Voldoire, A., and Wang, Q. (2014). North Atlantic

simulations in Coordinated Ocean-ice Reference Experiments phase II

(CORE-II). Part I: Mean states. Ocean Model 73, 76–107. doi:10.1016/

J.OCEMOD.2013.10.005

Davies, T., Cullen, M. J. P., Malcolm, A. J., Mawson, M. H., Staniforth, A.,

White, A. A., and Wood, N. (2005). A new dynamical core for the Met

Office’s global and regional modelling of the atmosphere.Quart. J. Roy.

Meteor. Soc 131, 1759–1782. doi:10.1256/QJ.04.101

Dix, M., Vohralik, P., Bi, D., Rashid, H., Marsland, S., O’Farrell, S., Uotila,

P., Hirst, T., Kowalczyk, E., Sullivan, A., Yan, H., Franklin, C., Sun, Z.,

Watterson, I., Collier, M., Noonan, J., Rotstayn, L., Stevens, L., Uhe, P.,

and Puri, K. (2013). The ACCESS coupled model: documentation of

core CMIP5 simulations and initial results. Aust. Meteor. Oceanogr. J.

63, 83–99. doi:10.22499/2.6301.006

Donohue, K. A., Tracey, K. L., Watts, D. R., Chidichimo, M. P., and

Chereskin, T. K. (2016). Mean Antarctic circumpolar current transport

measured in Drake passage. Geophys. Res. Lett. 43, 11760–11767.

doi:10.1002/2016GL070319

Doos, K., and Webb, D. J. (1994). The Deacon Cell and other meridional

cells of the Southern Ocean. J. Phys. Ocean 24, 429442.

Downes, S. M., Farneti, R., Uotila, P., Griffies, S. M., Marsland, S. J., Bailey,

D., Behrens, E., Bentsen, M., Bi, D. H., Biastoch, A., Boning, C., Bozec,

A., Canuto, V.M., Chassignet, E., Danabasoglu, G., Danilov, S., Diansky,

N., Drange, H., Fogli, P. G., Gusev, A., Howard, A., Ilicak, M., Jung, T.,

Kelley,M., Large,W.G., Leboissetier, A., Long,M., Lu, J.H.,Masina, S.,

Mishra, A., Navarra, A., Nurser, A. J. G., Patara, L., Samuels, B. L.,

Sidorenko, D., Spence, P., Tsujino, H., Wang, Q., and Yeager, S. G.

(2015). An assessment of SouthernOceanwatermasses and sea ice during

1988–2007 in a suite of interannual CORE-II simulations. Ocean Model

94, 67–94. doi:10.1016/J.OCEMOD.2015.07.022

Edwards, J. M., and Slingo, A. (1996). Studies with a flexible new radiation

code. I: Choosing a configuration for a large-scale model.Quart. J. Roy.

Meteor. Soc. 122, 689–719. doi:10.1002/QJ.49712253107

Eyring, V., Bony, S., Meehl, G. A., Senior, C., Stevens, B., Stouffer, R. J.,

and Taylor, K. E. (2016). Overview of the CoupledModel Intercompari-

son Project Phase 6 (CMIP6) experimental design and organisation.

Geosci. Model Dev. 9, 1937–1958. doi:10.5194/GMD-9-1937-2016

Fairall, C. W., Bradley, E. F., Hare, J. E., Grachev, A. A., and Edson, J. B.

(2003). Bulk parameterization of air-sea fluxes: updates and verification

for the COARE algorithm. J. Climate 16, 571–591. doi:10.1175/1520-

0442(2003)016,0571:BPOASF.2.0.CO;2

Ferrari, R., Griffies, S. M., Nurser, A. J. G., and Vallis, G. K. (2010). A

boundary-value problem for the parameterized mesoscale eddy trans-

port. Ocean Model 32, 143–156. doi:10.1016/J.OCEMOD.2010.01.004

Fetterer, F., Knowles, K., Meier, W., Savoie, M., and Windnagel, A. K.

(2017). ‘Sea Ice Index, Version 3, Tech. Rep.’ (NSIDC, National

Snow and Ice Data Center: Boulder, Colorado, USA.) Available at

https://doi.org/10.7265/N5K072F8.

Flato, G., Marotzke, J., Abiodun, B., Braconnot, P., Chou, S. C., Collins,W.,

Cox, P., Driouech, F., Emori, S., Eyring, V., Forest, C., Gleckler, P.,

Guilyardi, E., Jakob, C., Kattsov, V., Reason C. and Rummukainen M.

(2013). Evaluation of Climate Models. In: Climate Change 2013: The

Physical Science Basis. Contribution of Working Group I to the Fifth

Assessment Report of the Intergovernmental Panel on Climate Change

(Eds T.F. Stocker, D. Qin, G.-K. Plattner, M. Tignor, S.K. Allen, J.

Boschung, A. Nauels, Y. Xia, V. Bex and P.M. Midgley.) pp. 741–866.

(Cambridge University Press: Cambridge, UK.)

Flocco, D., Feltham, D. L., and Turner, A. K. (2010). Incorporation of a

physically based melt pond scheme into the sea ice component of a

climate model. J. Geophys. Res.-Oceans 115, C08012. doi:10.1029/

2009JC005568

Flocco, D., Schroeder, D., Feltham, D. L., and Hunke, E. C. (2012). Impact

of melt ponds on Arctic sea ice simulations from 1990 to 2007.

J. Geophys. Res.-Oceans 117, C09032. doi:10.1029/2012JC008195

Franklin, C. N., Jakob, C., Dix,M., Protat, A., andRoff, G. (2012).Assessing

the performance of a prognostic and a diagnostic cloud scheme using

single column model simulations of TWP-ICE. Quart. J. Roy. Meteor.

Soc. 138, 734–754. doi:10.1002/QJ.954

Ganachaud, A. (2003). Error budget of inverse box models: The North

Atlantic. J. Atmos. Oceanic Technol. 20, 1641–1655. doi:10.1175/1520-

0426(2003)020,1641:EBOIBM.2.0.CO;2

Ganachaud, A., andWunsch, C. (2000). The oceanicmeridional overturning

circulation, mixing, bottom water formation and heat transport. Nature

408, 453–457. doi:10.1038/35044048

Gent, P. R., and McWilliams, J. C. (1990). Isopycnal mixing in ocean

circulation models. J. Phys. Oceanogr. 20, 150–155. doi:10.1175/1520-

0485(1990)020,0150:IMIOCM.2.0.CO;2

Gent, P. R., Danabasoglu, G., Donner, L. J., Holland, M. M., Hunke, E. C.,

Jayne, S. R., Lawrence,D.M., Neale, R. B., Rasch, P. J., Vertenstein,M.,

Worley, P. H., Yang, Z. L., and Zhang, M. (2011). The Community

Climate System Model Version 4. J. Climate 24(4973–4991), 2011.

doi:10.1175/2011JCLI4083.1

Gregory, D., and Rowntree, P. R. (1990). A massflux convection scheme

with representation of cloud ensemble characteristics and stability

dependent closure. Mon. Wea. Rev. 118, 1483–1506. doi:10.1175/

1520-0493(1990)118,1483:AMFCSW.2.0.CO;2

Gregory, D. and Allen, S. (1991). The effect of convective downdraughts

uponNWP and climate simulations. Proceedings of the ninth conference

on numerical weather prediction 14–18 October 1991, Denver, Color-

ado. American Meteorological Society. pp. 122–123.

Gregory, D., Kershaw, R., and Inness, P. M. (1997). Parametrization of

momentum transport by convection II: Tests in single-column and

general circulation models. Quart. J. Roy. Meteorol. Soc. 123, 1153–

1183. doi:10.1002/QJ.49712354103

Griffies, S.M. (2014). Elements of theModular OceanModel (MOM) (2012

release with update). GFDL Ocean Group Technical report No. 7,

NOAA/GFDL, 632þ xiii pp.

Griffies, S. M., and Hallberg, R. W. (2000). Biharmonic friction with a

Smagorinsky viscosity for use in large-scale eddy-permitting ocean

models. Mon. Wea. Rev. 128, 2935–2946. doi:10.1175/1520-0493

(2000)128,2935:BFWASL.2.0.CO;2

Griffies, S. M., Biastoch, A. W., Boening, C., Bryan, F., Chassignet, E.,

England, M., Gerdes, R., Haak, H., Hallberg, R. W., Hazeleger, W.,

Jungclaus, J., Large, W. G., Madec, G., Samuels, B. L., Scheinert, M.,

Configuration and spin-up of ACCESS-CM2 Journal of Southern Hemisphere Earth Systems Science 247

http://dx.doi.org/10.1007/S00382-010-0808-0
http://dx.doi.org/10.1007/S00382-010-0808-0
http://dx.doi.org/10.1175/JCLI-D-11-00113.1
http://dx.doi.org/10.1080/014311601449916
http://dx.doi.org/10.1080/014311601449916
http://dx.doi.org/10.5194/GMD-10-3297-2017
http://dx.doi.org/10.1016/J.OCEMOD.2013.10.005
http://dx.doi.org/10.1016/J.OCEMOD.2013.10.005
http://dx.doi.org/10.1256/QJ.04.101
http://dx.doi.org/10.22499/2.6301.006
http://dx.doi.org/10.1002/2016GL070319
http://dx.doi.org/10.1016/J.OCEMOD.2015.07.022
http://dx.doi.org/10.1002/QJ.49712253107
http://dx.doi.org/10.5194/GMD-9-1937-2016
http://dx.doi.org/10.1175/1520-0442(2003)016%3C0571:BPOASF%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0442(2003)016%3C0571:BPOASF%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0442(2003)016%3C0571:BPOASF%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0442(2003)016%3C0571:BPOASF%3E2.0.CO;2
http://dx.doi.org/10.1016/J.OCEMOD.2010.01.004
https://doi.org/10.7265/N5K072F8
http://dx.doi.org/10.1029/2009JC005568
http://dx.doi.org/10.1029/2009JC005568
http://dx.doi.org/10.1029/2012JC008195
http://dx.doi.org/10.1002/QJ.954
http://dx.doi.org/10.1175/1520-0426(2003)020%3C1641:EBOIBM%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0426(2003)020%3C1641:EBOIBM%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0426(2003)020%3C1641:EBOIBM%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0426(2003)020%3C1641:EBOIBM%3E2.0.CO;2
http://dx.doi.org/10.1038/35044048
http://dx.doi.org/10.1175/1520-0485(1990)020%3C0150:IMIOCM%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0485(1990)020%3C0150:IMIOCM%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0485(1990)020%3C0150:IMIOCM%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0485(1990)020%3C0150:IMIOCM%3E2.0.CO;2
http://dx.doi.org/10.1175/2011JCLI4083.1
http://dx.doi.org/10.1175/1520-0493(1990)118%3C1483:AMFCSW%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0493(1990)118%3C1483:AMFCSW%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0493(1990)118%3C1483:AMFCSW%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0493(1990)118%3C1483:AMFCSW%3E2.0.CO;2
http://dx.doi.org/10.1002/QJ.49712354103
http://dx.doi.org/10.1175/1520-0493(2000)128%3C2935:BFWASL%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0493(2000)128%3C2935:BFWASL%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0493(2000)128%3C2935:BFWASL%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0493(2000)128%3C2935:BFWASL%3E2.0.CO;2


Gupta,A. S., Severijns,C.A., Simmons,H.L., Treguier,A.M.,Winton,M.,

Yeager, S., andYin, J. (2009).Coordinatedocean-ice reference experiments

(COREs). Ocean Model 26, 1–46. doi:10.1016/J.OCEMOD.2008.08.007

Griffies, S. M., Danabasoglu, G., Durack, P. J., Adcroft, A. J., Balaji, V.,
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Appendix 1. ACCESS-CM2 coupling fields and coupling strategy

Table A1. List of the 2-D coupling fields through OASIS3-MCT in the ACCESS-CM2 system

Fields denoted with * are all defined on 5 ice thickness categories

From UM to CICE (total: 38) From CICE to UM (total: 46)

1) Total heat flux (Wm�2) 1) Ocean surface temperature (K)

2) Penetrating solar flux (Wm�2) 2) Ice-ocean joint velocity (x) (m s�1)

3) River runoff (kgm�2 s�1) 3) Ice-ocean joint velocity (y) (m s�1)

4) Wind mixing energy (Wm�2) 4–8)* Ice concentration (fraction)

5) Rainfall (kgm�2 s�1) 9–13)* Snow thickness (m)

6) Snowfall (kgm�2 s�1) 14–18)* Ice thickness (m)

7) Evaporation (kgm�2 s�1) The above are the 18 sea ice to atmosphere coupling fields required for the

ACCESS1.3 configuration8) Latent heat flux (Wm�2)

9–13)* Top ice melting (Wm�2)

14–18)* Bottom ice melting (ice conductive flux)

19) Windstress (x) (Nm�2)

20) Windstress (y) (Nm�2)

The above are the legacy fields from the UM7.3 coupling interface, as used

in HadGEM3 (r1.1) (Hewitt et al. 2011).

21) Solar radiation net down (Wm�2)

22) Longwave radiation net down (Wm�2)

23) Sensible heat flux (Wm�2) 19) CO2 concentration

24) Surface pressure (Nm�2) 20) CO2 flux

These are the 24 fields passed from UM to CICE in ACCESS1.3. Note three

of them (No.1, 4 and Nos. 7 or 8) are not really needed.

The above 2 fields are added for ACCESS-ESM1 configuration

25) CO2 concentration

26) 10m height wind speed (m s�1) 21) Ocean surface freezing temperature (K)

The above 2 are added for the ACCESS-ESM1 configuration 22–26)* First order ice concentration (fraction)

27) Snow amount over Greenland (kg) 27–31)* Ice top layer temperature (K)

28) Snow amount over Antarctica (kg) 32–36)* Ice top layer effective conductivity (Wm�1 deg�1)

29–33)* Ice skin temperature (K) 37–41)* Ice melt pond concentration (fraction)

34–38)* Ice sublimation rate (kgm�2 s�1) 42–46)* Ice melt pond thickness (m)

From CICE to MOM (total: 19) From MOM to CICE (total: 9)

1) Atmosphere/ice-ocean stress (x) 1) Sea surface temperature (K)

2) Atmosphere/ice-ocean stress (y) 2) Sea surface salinity (psu)

3) Rainfall (kgm�2 s�1) 3) Sea surface water speed (x) (m s�1)

4) Snowfall (kgm�2 s�1) 4) Sea surface water speed (y) (m s�1)

5) Salt flux (kgm�2 s�1) 5) Sea surface gradient (x) (m/m)

6) Ice melt heat flux 6) Sea surface gradient (y) (m/m)

7) Shortwave penetrating into ocean (Wm�2) 7) Potential ice form/melt heat flux (Wm�2)

8) Latent heat flux (Wm�2) These are the 7 fields passed from MOM into CICE in ACCESS1.3.

9) Sensible heat flux (Wm�2) (Note the sea surface gradient is supposed to be used for calculation of ocean-sea

stress due to sea surface slope but it is too noisy and causes instability of the

model. Therefore, in practice (for both ACCESS1.3 and ACCESS-CM2) a

geostrophic estimation is applied for this purpose by using the mean ocean

current speed.)

10) Longwave radiation (Wm�2)

11) Runoff (kgm�2 s�1)

12) Pressure (Pa)

13) Ice concentration (fraction)

Above are the all CICE to MOM fields in ACCESS1.3.

14) Ice melt water flux (kgm�2 s�1) 8) CO2

15) Ice form water flux (kgm�2 s�1) 9) CO2 flux

These two are added for ACCESS1.4 (the physical core of ACCESS-ESM1) The above 2 fields are required for ACCESS-ESM1.

16) CO2

17) 10m height wind speed (m s�1)

The above 2 are added for ACCESS-ESM1

18) Iceberg calving water flux (kgm�2 s�1)

19) Iceberg calving heat flux (Wm�2)
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A1 Coupling strategy

In ACCESS1.3, with zero-layer thermodynamics for the sea ice,
the surface exchange fluxes are calculated for a single sea ice
category. In ACCESS-CM2, however, the ice-atmosphere cou-

pling isundertakenby ice thicknesscategory, namely, the surface
exchange fluxes are calculated separately for each of the 5 ice
thickness categories, as well as for open water. In addition,
although themelt-pond evolution is calculated inCICE, the pond

fraction and thickness are required by JULES for its surface
exchange scheme to determine surface albedo.

Following the practice in HadGEM-GC3.1, energy flux

passing from UM to CICE in ACCESS-CM2 is conducted with
a ‘‘semi-implicit’’ couplingalgorithmasdescribed inRidleyetal.
(2018) for energy conservation. However, unlike the HadGEM-

GC3.1 model that uses second-order conservative regridding of
selected fields for smoothing the data passing the coupler,
ACCESS-CM2 only uses first-order conservative remapping

algorithmof the SphericalCoordinateRemapping and Interpola-
tion Package (SCRIP) (Jones 1997) for UM-CICE coupling. It is
known that, when the grids of two models of coupling are
markedly different (e.g. in shape and resolution), there appears

to have imprint of the coarser resolution grid seen in some fields
remapped onto the finer grid. Second order conservative regrid-
ding is proven to reduce such imprint only if the fields to be

remapped are already relatively smooth, but it may also increase
the noise in fields. We have chosen not to use second order
regridding at this time based on the judgement that the UMN96

grid and the 1-degree ocean grid used for ACCESS-CM2 are not
sodifferent in termsofresolution,andonthefact thatsecondorder

conservativeregriddingrequiresextradata(gradientof thefields)
exchanged and largely increases the complexity of coupling. In
addition, some second-order conservative methods can produce

spuriousextrema, includingsmall negativevaluesof fluxes (such
as rainfall or shortwave radiation) that should only be positive.

Two newly added ‘‘coupling fields’’ for ACCESS-CM2, the

total amount of snow on land ice over Greenland andAntarctica,
are worth being described here in some detail because of their
importance in maintaining hydrological balance of the system.
For data passing purpose, they are defined as 2-D fields but

contain a uniform value, the accumulated snow amount on land
ice over Greenland and Antarctica, respectively. They are
required for the coupling because the current UM-JULES

configuration allows an unphysical free accumulation of snow
on land ice, and this continuous incrementmust be returned to the
ocean tobalance thewater loss there. In reality, thebalancewould

be achieved through run off and iceberg calving. In ACCESS-
CM2, once the increment of snow on land ice in the NH and SH
(over theUM-CICEcoupling interval) is calculated, thisquantity
is passed from the UM into CICE. Then we use a simplified

scheme based on Storkey et al. (2018) to convert this increment
into 2-Dwater and heat fluxes aroundGreenland andAntarctica,
followingthegeographicaldistributionpatternof icebergcalving

climatology (D.Storkey, pers. comm.).Thewater andheat fluxes
are then passed to MOM.
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