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A wave-driven surface circulation feature in Table Bay 
Marc de VosA,B,* , Marcello VichiB,C and Christo RautenbachB,D,E

ABSTRACT 

Table Bay, located in the Cape Peninsula region of South Africa, supports a variety of human and 
ecological interests. Notably it hosts a major port, with significant shipping and smaller maritime 
activity in and near the bay. Despite this, knowledge of its circulation dynamics remains cursory. 
In this study, surface gravity waves, particularly those with longer periods and higher wave heights 
such as swells, are shown to be important in driving near surface currents and establishing 
circulation patterns within Table Bay. A surface circulation feature, linked to large wave condi
tions and established by strong wave-driven flows near Robben Island, is identified and described 
by means of two coastal ocean model simulations. One simulation is dynamically coupled to a 
wave model and includes current forcing due to waves, whereas the other neglects waves. The 
influence of these wave-driven currents is relevant at the event scale, but also affects the monthly 
means of the simulation periods. Finally, the importance of including accurate surface gravity wave 
forcing in simulations of coastal currents, for applications of coastal models, is elucidated. This is 
achieved by analysing differences in the drift of a series of drogues deployed in the coupled and 
uncoupled simulations. Trajectories, drift speeds and drogue fates differed materially between the 
two configurations, underscoring the implications of wave-driven currents for common use cases.  

Keywords: Cape Peninsula, circulation, coastal currents, South Africa, Table Bay, 
wave–current interactions, wave dynamics, wave sheltering. 

1. Introduction

1.1. Geographical context 

Table Bay is one of two defining embayments of the Cape Peninsula region, on the south- 
west coast of South Africa. The bay and surrounding area are shown in Fig. 1. Robben Island 
is a prominent feature of the area, lying to the north-west of the bay. Bathymetry rises 
sharply from depth to form Robben Island’s western shores, with more gradually shallowing 
bathymetry along its southern and south-eastern shores. A submerged ridge connects the 
island to the mainland at Blouberg. Whale Rock, a small outcrop ~1.9 km south of Robben 
Island, breaks the surface, with a slightly shallower ridge between it and the shores of the 
island. Table Bay is typically defined by two bounding lines between a headland at Green 
Point and Robben Island, and between Robben Island and Bloubergstrand, with a predomi
nantly north-west and west facing mouth. It covers ~100 km2 and reaches a maximum 
depth of ~35 m (Quick and Roberts 1993). A rocky shoreline extends southward from Green 
Point, with the large commercial port located a short distance to the west of the headland. 
From there, largely sandy beaches extend northwards, defining the west coast and boundary 
of the embayment. The importance of Table Bay is multidimensional, with significant 
stakeholder interests in boating and shipping (Quick and Roberts 1993; Potgieter et al. 
2020), tourism and recreation, (Quick and Roberts 1993; Ballance et al. 2000; Munien et al. 
2019), and fisheries of various scales (Quick and Roberts 1993; Van Ballegooyen 2007). 

1.2. Existing knowledge of the circulation 

The physical oceanography of Table Bay is generally under-studied, with little informa
tion available in the literature. By the early 1990s most available information comprised 
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commercial reports (Quick and Roberts 1993) of a 
cursory nature, with little further work being conducted. 
Notwithstanding, the general circulation has been found to 
be overwhelmingly wind-driven (Van Ieperen 1971; Quick and 
Roberts 1993), with typical surface currents reaching speeds of 
0.2–0.3 m s−1 (Quick and Roberts 1993). The placement of the 
south Atlantic anticyclone gives rise to frequent strong south- 
easterly winds during summer months, whereas passing 
midlatitude cyclones and coastal low pressures bring north- 
westerly winds ahead of cold fronts during winter (Jury 1984;  
Boyd et al. 1985; Tyson et al. 1996). These wind regimes 
accordingly drive a general northward and southward drift 
through the bay. Remote forcing and influences of far-field 
currents on the circulation within the bay are negligible (Van 
Ieperen 1971; Council for Scientific and Industrial Research 
1972a, 1972b). Tides drive weak currents, given the modest 
tidal range of ~1.8 m at spring maximum (Van Ieperen 1971;  
Schumann and Perrins 1982). Surface gravity waves were 
noted to be the dominant forcing in the nearshore, especially 
along the eastern margins of the bay, where oblique wave 
action drives northward longshore currents (Van Ieperen 
1971; Council for Scientific and Industrial Research 1972a).  
Van Ballegooyen (2007) utilised a model to investigate dredge 
plume dynamics near the port and presented a series of surface 
current field snapshots during typical wind conditions. 
However, the study stopped short of detailed analysis of sur
face currents, beyond linking to the general northward and 

southward drifts associated with prevailing winds and referred 
to in the literature. Wave-driven currents are mentioned in the 
context of the nearshore, but not other areas within the bay. 

Further afield, Mulligan et al. (2008) employed the same 
modelling system as the one used in this study to assess the 
wave-driven flows in a coastal bay in south-east Nova Scotia 
during a hurricane. In that study, observed currents could 
only be satisfactorily reproduced by including wave forcing 
in the circulation model. Radiation stress gradients, predom
inantly due to breaking-induced wave energy dissipation, 
were shown to be important drivers of Eulerian flows. 
Circulation patterns within the bay were established by 
strong wave-induced flow along a shoreline and in the vicin
ity of a shoal near the mouth of the bay. Mulligan et al. 
(2010) extended this work to focus on the particular role of 
wave-breaking over the shoal in driving currents, with a 
model producing a jet current with speeds in the range of 
0.4–0.7 m s−1; up to four times the magnitude of currents in 
the absence of wave forcing. These magnitudes were slightly 
over-predicted relative to observations but were accurate in 
direction and timing, and highlight the importance of wave 
forcing in simulating coastal currents, particularly during 
large wave events. Rey and Mulligan (2021) also utilised 
Delft3D Flow and SWAN to simulate the coastal hydrody
namics near a stretch of North Carolina shoreline during a 
hurricane. Although the focus of that study was on the effect 
of different wind forcing on the quality of the simulations, 
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Fig. 1. (a) Full model domain with the focus area for this study in bounded in red. Model 
bathymetry is shown in colour and red markers around the boundaries indicate nodes at which 
boundary conditions from a global model are prescribed. (a) Site WV1 shows the location of the 
Waverider buoy used to evaluate the performance of the wave model. (b) A zoom of the focus area. 
Site CU1 indicates the location of the ADCP against whose measurements the model data were 
compared. Sites A–D indicate the locations at which time series were analysed in Section 3.3.   
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the authors also noted the importance of wave forcing on 
currents in certain parts of their domain, especially during 
large wave events. 

This study demonstrates that large wave events drive 
Eulerian circulation features within Table Bay which domi
nate the circulation at the event scale and modify the mean 
flow. Further, it shows the importance of including surface 
gravity wave forcing in any assessment of the circulation 
within Table Bay. 

2. Materials and methods 

2.1. Numerical models 

The numerical models employed in this study were built in 
the Delft3D modelling environment, with Delft3D FLOW 
(Lesser et al. 2004) and SWAN (Booij et al. 1999) providing 
hydrodynamic and wave simulations respectively. Delft3D 
FLOW solves the unsteady Reynolds averaged Navier Stokes 
equations in three dimensions (3-D) (Lamb 1993). This model
ling system was selected due to its well-established reliability 
(Roelvink and Van Banning 1995; Elias et al. 2000; Gerritsen 
et al. 2008) and its extensive use in coastal ocean modelling 
projects (Putzu et al. 2019). It has been applied throughout 
the world in coastal contexts similar to this one (e.g. Mulligan 
et al. 2008, 2010; Garcia et al. 2015; Hasan et al. 2016; Peng 
and Bradon 2016; de Mendoza et al. 2018; Rey and Mulligan 
2021). Recent coupled Delft3D FLOW/SWAN configurations 
have also been successfully applied to this study region by  

Barnes and Rautenbach (2020), de Vos et al. (2021) and  
Rautenbach et al. (2020b). The reader is referred to Lesser 
et al. (2004) for a full description of Delft3D FLOW. SWAN is 
a third generation spectral wave model that has been suc
cessfully applied to a variety of coastal problems (Booij et al. 
1999; Ris et al. 1999; Zubier et al. 2003; Rogers et al. 2007;  
Thomas and Dwarakish 2015). Delft3D SWAN configurations 
have been recently applied to this study region (Rautenbach 
et al. 2020a; Daniels et al. 2022). In this study, two configu
rations are employed. The first is a fully coupled configura
tion of Delft3D FLOW and SWAN, enabling two-way 
wave–current interactions. The handling of wave–current 
interactions by the model is outlined in Section 2.1.4. The 
second is a configuration of Delft3D FLOW with no wave 
coupling, but identical in all other respects to the first. The 
models were calibrated and validated by iterative tuning of 
one parameter setting at a time, according to the methodol
ogy proposed by Williams and Esteves (2017). Two simula
tions periods of 3 months each were used. These periods, 
August–October in 2006 and 2010, were selected based on 
the best overlap of available observations for use in calibra
tion and validation of the overall model domain (i.e. not just 
the Table Bay sub-domain considered here). The final model 
parameter settings can be found in Table 1. 

2.1.1. Model grid and bathymetry 
The Delft3D FLOW and SWAN models are discretised 

on identical regular curvilinear grids with a horizontal 
resolution varying between 600 and 700 m. Ten sigma layers 

Table 1. Summary of numerical model parameter settings used in the study.     

Parameterisation Model Coefficient   

Circulation model (Delft3D FLOW ver. 6.03.00)  

Bottom roughness Chézy (quadratic friction law) C2D = 65 (u), C2D = 15 (v)  

Wind drag breakpoint coefficients  Sembiring et al. (2015) U10 = 0 m s−1, 100 m s−1 

CD = 0.63 × 10−3, 7.23 × 10−3  

Background horizontal eddy viscosity – 10 m2 s−1  

Background vertical eddy viscosity – 1 × 10−6 m2 s−1  

Background horizontal eddy diffusivity – 10 m2 s−1  

Background vertical eddy diffusivity – 1 × 10−6 m2 s−1  

Turbulence closure model k-L   

Secchi depth Ocean 2.0 m  

Stanton number Ocean 1.3 × 10−3  

Dalton number Ocean 1.7 × 10−3 

Wave model (SWAN v40.72)  

Bottom friction  Madsen et al. (1988) Kn = 0.05  

Depth-induced breaking  Battjes and Janssen (1978) Alpha (dissipation) = 1 

Gamma (breaker) = 0.73  

White-capping  van der Westhuysen (2007)    
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were employed in the vertical, with higher resolutions at the 
surface and near the bed. The computational time step was 
set to 0.75 s to satisfy Courant–Friedrichs–Lewy considera
tions. Composite bathymetry was assembled by combining 
General Bathymetric Chart of the Oceans data with a resolu
tion of 1’ with high resolution soundings provided by the 
South African Navy Hydrographic Office (SANHO) and inter
polated to the model grid as shown in Fig. 1. 

2.1.2. Open boundary conditions 
Temperature, salinity, velocity and water surface eleva

tion conditions (including tide and meteorologically driven 
contributions) are prescribed at the open horizontal and ver
tical Delft3D FLOW model boundaries and updated 3-hourly 
at the points indicated in Fig. 1a. These data are obtained 
from the Global Ocean Forecasting System (ver. 3.1) 
reanalysis product (Metzger et al. 2017) of the US Naval 
Research Laboratory: Ocean Dynamics and Prediction 
Branch (see https://www.hycom.org/dataserver/gofs-3pt1/ 
reanalysis, accessed 26 June 2020), with a horizontal resolu
tion of 0.08°. Velocities and surface elevations are prescribed 
as Riemann-type boundary conditions (Stelling 1983). This 
configuration was recently successfully employed for a similar 
use case by Rey and Mulligan (2021). The SWAN model was 
prescribed non-spectral, parameter wave boundary conditions 
from the National Centers for Environmental Prediction oper
ational forecast model (WaveWatch III, see https://www.ncei. 
noaa.gov/thredds-ocean/catalog/ncep/nww3/2006/10/glo_ 
30m/catalog.html). Parameters were prescribed with a hori
zontal resolution of 0.5°, assuming a JONSWAP spectrum 
(Battjes et al. 1986). This approach was deemed effective 
for this geographical setting by Rautenbach et al. (2020a), 
who nevertheless showed moderate improvement with fully 
spectral boundary conditions. It has also been recently 
deployed successfully in the area by Daniels et al. (2022). 
Since the study domain is located far from model boundaries 
and the high-resolution wind forcing thereby given sufficient 
fetch to realistically influence local wind seas, it is presumed 
that remote swell is the most important part of the incoming 
wave spectrum to capture at the boundaries (in this domain, 
usually represented by the peak period). The single-peaked 
JONSWAP assumption is suitable in this case, as can be 
verified during model evaluation. Veitch et al. (2019) point 
out that upon reaching the south-west coastline of South 
Africa, the incoming wave energy spectrum has narrowed 
significantly, with swell dominating. Still, where complex 
sea states with additional spectral peaks (e.g. wind seas) are 
significant enough to affect the study domain deep within the 
model grid, the single-peak limitation may cause deficiencies. 

2.1.3. Atmospheric and tidal forcing 
Hourly wind forcing with a horizontal resolution of 0.03° 

(~3 km) from the Wind Atlas of South Africa (WASA) 
(Hahmann et al. 2014) was applied to the circulation and 
wave models. The WASA data were produced by a downscaling 

of the ERA-Interim (ERA-I) reanalysis product (Dee et al. 2011) 
using the Weather Research and Forecasting model (Skamarock 
et al. 2008). Hourly sea-level pressure, temperature at 2 m 
above sea level, total cloud cover and dew point temperature 
data from ERA-I were also used. The ERA-I has a horizontal 
resolution of ~79 km but is also provided at ~13.9-km resolu
tion (used here) from the bi-linear interpolation technique of 
the European Centre for Medium-Range Weather Forecasts. 
Sea-level pressure is included to account for the inverse baro
metric effect on sea level. The temperature variables, relative 
humidity (derived from temperature variables) and total cloud 
cover are used to compute surface heat fluxes using Delft3D’s 
ocean heat flux model, following Gill (1982) and Lane (1989). 
Newtonian gravitational (tidal) forcing of the water mass 
within the model is accounted for by the most significant 
semi-diurnal, diurnal and long-period harmonic constituents 
(11 in total). 

2.1.4. Modelling of wave–current interactions 
Delft3D can simulate two-way wave–current interactions. 

Wave-induced current forcing in the model is based on 
gradients of radiation stresses. Radiation stresses can be 
thought of as excess flows of momentum as a result of the 
presence of waves (Longuet-Higgins and Stewart 1964). 
Wave breaking in particular, a mechanism of wave energy 
dissipation, can transfer momentum to the Eulerian flow by 
gradients in radiation stress according to Eqn 1 (Longuet- 
Higgins and Stewart 1964): 
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where F is the wave-induced force in the x and y directions 
and S is the radiation stress tensor. The radiation stress tensor 
is two-dimensional (2-D) to depth-averaged simulations 
(Nguyen et al. 2021) or situations where the mean motion 
is uniform with depth (Deltares 2020a). It is applied to the 
surface layer in 3-D configurations (Cats 2014). Sensitivity 
testing between 2-D and fully 3-D configurations, and com
parisons of depth-averaged currents against surface currents 
revealed that the development of the circulation feature, on 
which this study is focused, was unaffected. This is likely due 
to the shallow bathymetry and barotropic conditions in the 
area. Accordingly, the fully 3-D model is used. 

For 3-D implementations, wave-induced force is better 
approximated from wave energy dissipation (Eqn 2) than 
radiation stress directly. This finding is explained in detail 
by Dingemans et al. (1987) and is the approach adopted in 
this study: 
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where ω is the fixed wave frequency, k is the wave number 
and D is the rate of wave energy dissipation, computed 
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internally in SWAN as the sum of energy dissipation due to 
depth-induced breaking (Sbrk), whitecapping (Swc) and bot
tom friction (Sbot) per unit time (Cats 2014). The energy 
dissipation rate due to breaking is determined using Eqn 3 
(Battjes and Janssen 1978): 

i
k
jjj y

{
zzzD Q H= 1

4
¯

2tot BJ b max
2 (3)  

where αBJ = 1, ¯ is the mean relative wave frequency, Qb is 
the breaking wave fraction and Hmax is the maximum possi
ble wave height for a given depth according to:  

H h=max

where h is water depth and γ is the depth induced breaking 
parameter and set to 0.73, following Battjes and Stive 
(1985) and Deltares (2020b). In 3-D configurations, the 
three dissipation modes (Sbrk, Swc and Sbot) are handled 
separately in order to account for their effects on the vertical 
appropriately: Sbrk and Swc affect the surface and Sbot affects 
the bed layer. Delft3D does not explicitly consider the pres
ence of waves in modifying surface wind stress due to surface 
roughness. Rather, roughness is considered by a constant 
adjustment of wind drag (CD in Table 1) as a function of 
wind speed. For a full description of the wave–current inter
action formulation, the reader is referred to Deltares 
(2020a). In Delft3D, momentum due to Stokes drift is 
added to flow velocities by writing and solving the hydro
dynamic equations in a Generalised Lagrangian Mean (GLM;  
Andrews and Mcintyre 1978) formulation (Deltares 2020a). 
The relationship between the so-called GLM (or total), 
Eulerian and Stokes drift velocities is given by Eqn 4: 

u u u= +L E S (4)  

where u L, u E and u S are the GLM velocity, Eulerian and 
Stokes drift vectors respectively (Deltares 2020a). This study 
is concerned with the wave-induced contribution to the 
Eulerian, or mean flow, so results and discussions in subse
quent sections relate to u E. 

2.2. Observations 

Measurements of significant wave height (Hs), peak wave 
period (Tp) and peak direction (Dp) from a Datawell Waverider 
buoy located at Slangkop were utilised to assess performance 
of the wave model at a co-located point. The buoy is located 
~40 km south-southwest of Table Bay (34.204°S, 18.2876°E, 
indicated by point WV1 in Fig. 1a) and provides a good 
representation of the wave regime reaching the peninsula 
region prior to refraction and shoaling into Table Bay. 
Velocity measurements from an Acoustic Doppler Current 
Profiler (ADCP) were utilised to assess the reproduction of 
the near-surface currents by the model. The instrument was 
located near Green Point (33.8962°S, 18.3787°E, indicated by 

point CU1 in Fig. 1b). Given the sigma vertical coordinates 
employed by the model, near-surface velocities from the sec
ond layer were extracted, corresponding to a mean sea level 
depth of 4.4 m. 

For a comprehensive summary of the calibration and 
validation of the modelling system, the reader is referred 
to de Vos et al. (2021), with the present configuration differ
ing only in its boundary forcing type. More specifically, the 
previous version used astronomic water-level boundary con
ditions, whereas the present implementation uses Riemann 
condition as explained in Section 2.1.2 (though the results 
were largely insensitive to this change). 

3. Results and discussion 

3.1. Model assessment 

3.1.1. Wave simulations 
Comparisons between modelled data and measurements 

from the Slangkop Waverider buoy indicate good agreement. 
The model was able to reproduce the mean wave conditions 
for 3-month simulation periods, as well as the sub-daily vari
ability. During August–October 2006, mean modelled (mea
sured) Hs, Tp and Dp of 2.80 m (2.61 m), 11.88 s (12.24 s) and 
225.0° (228.4°) respectively were obtained. For 2010, mean 
modelled (measured) Hs, Tp and Dp were 2.64 m (2.42 m), 
11.16 s (11.08 s) and 227.1° (231.0°) respectively. Hourly root 
mean squared errors (RMSEs) were computed to assess the 
model’s ability to reproduce sub-daily variability. The RMSEs 
for Hs, Tp and Dp of 0.5 m, 1.42 s and 10.85° were obtained for 
the 2006 period, and 0.52 m, 1.6 s and 19.4° for the 2010 
period. Fig. 2 shows the model’s ability to reproduce the wave 
parameter distributions in the vicinity of the area of interest. 
The alignment of the red and green lines joining the first and 
third quartiles of each variable distribution in the 
quantile–quantile plots indicates that the model correctly 
simulates the majority of the distribution. The model also 
correctly reproduces the timing, magnitude and direction of 
wave events, with significant wave heights in 2006, and peak 
wave periods in 2010 for very large events (75th percentile 
and beyond) slightly underestimated. 

3.1.2. Current simulations 
The acute lack of available measurements for comparison 

of current velocities challenges the robust evaluation of the 
model’s performance. Despite the known limitations of satel
lite altimetry derived velocity data near the coast (Benveniste 
et al. 2020), its potential for model evaluation was investi
gated. The available gridded products provided wholly insuf
ficient coverage and resolution of Table Bay, however. 
Therefore, point-validation was performed against available 
data from the ADCP near Green Point (point CU1 in Fig. 1b). 
In this regard, the model reproduced the mean and sub-daily 
circulation variability for the 2006 simulation (for which 
measurements were available). During August–October 2006, 
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mean modelled (measured) u and v velocity components of 
0.057 (0.080) m s−1 and 0.060 (0.083) m s−1 respectively 
were obtained. The RMSEs for u and v of 0.08 and 
0.10 m s−1 respectively were obtained. Fig. 3 shows the 
model’s ability to reproduce the surface current dis
tributions near the area of interest. The alignment of the 
lines joining the first and third quartiles of each variable 

distribution in the quantile–quantile plots indicates that 
the model correctly reproduces the majority of the dis
tribution. Very strong eastward and strong westward flow 
components are slightly underestimated. The same applies 
to strong northward and southward flow components. This 
consistent underestimation of very strong or weak flows 
could be due to insufficient mixing in the hydrodynamic 
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model. For example, although dissipation due to depth- 
induced breaking, whitecapping and friction is considered, 
low-frequency swell dissipation, which can affect orbital 
motion in lower layers, is not. For more comprehensive 
information on calibration and validation, the reader is 
referred to de Vos et al. (2021). The development of the 
circulation patterns discussed in Section 3.2 was found to be 
insensitive to the choice of boundary forcing configuration 
(with astronomic water level and Riemann types having 
been tested) and parameter settings (such as bottom rough-
ness and bottom wave stress formulations and coefficients), 
with these choices affecting mainly wave and current vector 
accuracies. 

3.2. Gyre driven by large wave events 

Inspection of surface current fields revealed interesting spa-
tial patterns during episodes of intense wave conditions. 
Specifically, a cyclonic gyre, centred to the south-east of 
Robben Island, was noted to develop in response to large 
wave conditions west of the island. This feature was first 
noted by de Vos et al. (2021) but not investigated in detail. 
The feature had its strongest flow in its north-west quadrant, 
nearest the south-eastern shores of Robben Island where the 
bathymetry shoals between the island and Whale Rock. This 
appears to be a similar forcing mechanism to that driving 
the wave-driven jet current investigated by Mulligan et al. 
(2010). Strong flow also developed between Robben Island 
and the mainland at Bloubergstrand. Near Bloubergstrand, 

the strong westward and north-westward flow associated 
with the gyre became bifurcated, splitting into northward 
and southward alongshore components. The gyre developed 
on 10 occasions during the 2006 period and five occasions 
during the 2010 period. Key details of the surface character-
istics associated with each occurrence are given in Table 2. 
Although not a core focus of the present study, the vertical 
velocity structure of the gyres was briefly investigated and 
found to be homogenous throughout the water column. This 
is to be expected, given the established importance of wave 
and, to a lesser extent, wind forcing in this area, combined 
with the shallowness of the bay. The development of the 
gyre appears independent of wind, occurring similarly dur-
ing different wind conditions, and persisting through 
changes thereto. This strengthened the hypothesis that the 
feature is wave-driven. To confirm this, twin wave-coupled 
and -uncoupled configurations were run for each period, 
being identical in all other respects. This experiment con-
firmed that the gyre is wave-driven and also that waves are 
responsible for, in some cases, the significant modification 
of the Eulerian flow elsewhere in the bay. Fig. 4–6 show 
snapshots of wave and surface current parameters for times 
at which the three strongest cases of the gyre are at their 
peaks. Surface currents from both the wave-coupled and 
-uncoupled simulations are shown, with the most striking 
difference being the absence of the gyre feature and gener-
ally lower flow velocities in the uncoupled simulation. 
In each case, the uncoupled simulation shows surface 
currents responding to the wind (not shown) as expected 

Table 2. Details of occurrences of the wave-driven gyre feature.       

Start date Peak End date Uns max Hs   

2006-08-14 10:00 2006-08-15 13:00 2006-08-16 09:00  0.7  5 

2006-08-16 10:00 2006-08-17 04:00 2006-08-18 10:00  0.6  4 

2006-08-18 11:00 2006-08-18 20:00 2006-08-19 14:00  0.5  4 

2006-08-28 16:00 2006-08-29 10:00 2006-08-31 07:00 1.0  6 

2006-09-15 20:00 2006-09-16 06:00 2006-09-17 13:00  0.5  3.5 

2006-09-19 01:00 2006-09-20 07:00 2006-09-22 01:00  0.6  3.5 

2006-09-23 07:00 2006-09-23 22:00 2006-09-26 04:00  0.5  3.5 

2006-09-28 13:00 2006-09-29 01:00 2006-09-30 07:00  0.4  2.5 

2006-10-08 04:00 2006-10-09 10:00 2006-10-10 04:00  0.9  5.5 

2006-10-30 01:00 2006-10-30 16:00 Simulation ends  0.4  3 

2010-08-22 06:00 2010-08-23 22:00 2010-08-24 13:00  0.6  4 

2010-09-10 22:00 2010-09-11 10:00 2010-09-12 04:00  0.6  4 

2010-09-23 19:00 2010-09-24 10:00 2010-09-24 16:00  0.6  4 

2010-10-10 21:00 2010-10-11 10:00 2010-10-12 16:00  0.9  6 

2010-10-21 13:00 2010-10-21 23:00 2010-10-23 13:00  0.7  5 

Start dates are defined based on the time at which a closed cyclonic circulation formed, and end dates are defined according to when this closed circulation broke 
down, or the high flow velocities associated with the gyre dissipated. The peak is defined based on the time at which the gyre exhibited maximum flow velocity. 
Maximum flow speeds attained within the gyre and significant wave height are also provided.  
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from the literature: general southward flow through Table 
Bay during times of northerly component winds and general 
northward flow in response to southerly component winds. 
The gyre does not develop at any stage in the uncoupled 
simulations but reliably occurs shortly after the onset of 
increasing wave energy west of Robben Island in the 
wave-coupled simulations. In each such case, significant 
wave heights of at least 2.5 m (but more often >3.5 m) 
propagate towards Table Bay from the west. Reasonably 
high wave energy dissipation rates, and consequent strong 
wave-induced forcing, are evident along the southern and 
south-eastern shores of Robben Island, north of 
Bloubergstrand and, to a lesser degree, at Green Point. 

The topographical role of Robben Island and the shallow 
ridge between the island and the mainland at Bloubergstrand 
was briefly investigated. Two further experiments were run 
for the wave-coupled and -uncoupled configurations by arti
ficially adjusting the model bathymetry. In the first, the 
island was smoothed out and the 15-m contour extended to 
enclose its area. In the second, the island and the shallow 

ridge were smoothed out completely, leaving no irregulari
ties in the bay seafloor. As expected, the gyre did not develop 
in any of the uncoupled experiments, nor in any of the cases 
with the island and shallow ridge were completely removed. 
In the wave-coupled case with Robben Island smoothed, 
however, the gyre developed during large wave events 
(Hs ≈ 5–6 m) similarly to the way it did given normal 
bathymetry, with slightly lower maximum flow speeds near 
the island and slightly higher flow speeds developing north 
of Bloubergstrand. This suggests that it could be the largest 
waves in the spectrum breaking and interacting with the 
shallow ridge, which are predominantly responsible for the 
high flow speeds near the island, since with Hs ≈ 5–6 m, 
waves with heights approaching Hmax would still be breaking 
in 15-m depth. Smaller waves, which would otherwise have 
broken near the island (thereby dissipating energy), are 
permitted to propagate further, ultimately breaking near 
Bloubergstrand, and driving higher current speeds there. 
During less intense cases of the gyre with lower wave condi
tions Hs ≈2.5 m, the cyclonic pattern did develop in the case 
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of the smoothed bathymetry, but there was little to no 
acceleration in current speeds (Uns max ≈ 0.2 m s−1) as 
occurred in the presence of the island. This is expected, 
since depth-induced breaking is unlikely to be in operation 
for a spectrum of this nature in depths of ~15 m. 

Given the scarcity of in-situ observations in Table Bay and 
the lack of coverage by either satellite-derived products or 
coastal observing systems such as high-frequency RADAR, 
there are no existing direct observations of this feature. The 
development of the feature in this modelling study, and its 
persistence throughout the model tuning process, strength
ens the motivation for the enhancement of observational 
capacity within the bay. 

To illustrate the relevance of these findings for applied 
problems such as search and rescue trajectory modelling, an 
array of virtual drogues was deployed in the coupled and 
uncoupled simulations. The array consisted of 55 regularly 
spaced drogues. The number of drogues and array spacing 
was designed to provide complete coverage of Table Bay 

given the model’s horizontal resolution. They were released 
at the onset of each gyre event and terminated when gyres 
were deemed to have broken down (as per the dates listed in  
Table 2). Fig. 7 shows select drogue tracks which elucidate 
the influence of wave-driven currents on trajectories. 
The points along the tracks indicate 3-hourly positions. 
Accordingly, differences in drift speed (spacing of points) 
and trajectory can be inferred for drogue pairs. Key findings 
to emerge were, first, that the inclusion or exclusion of waves 
made a material, and often drastic difference to the drift 
trajectories of drogues released at the same point in space 
and time. In many cases, the divergence in trajectories was 
sufficiently large to make the likelihood of detection unlikely 
in, for example, a search and rescue context. Generally, 
including wave forcing increased the magnitude of the sur
face currents and, by extension, the drift speeds of drogues. 
This is evident in the wider spacing of the 3-hourly position 
points along each trajectory line. Second, several drogues 
became entrained in each of the wave-driven gyres and 
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remained so for considerable periods of time (often close to 
the lifetime of the gyre), before ultimately continuing in a 
generally northward or southward direction. This is visible 
in the circular drift trajectories and the number of position 
points along these parts of the trajectories. 

Further relevance of the implications of these findings 
lies in the context of maritime safety. With considerable 
boating and shipping traffic of both a recreational and 
commercial nature operating in Table Bay, accurate marine 
weather and ocean forecasting are important (de Mey et al. 
2009; Fossati and Piedra-Cueva 2013; de Vos et al. 2021). 
Although the effect of surface gravity waves as a risk factor 
to maritime activity has been established (de Vos and 
Rautenbach 2019), the direct effect of surface ocean cur
rents is less clear. Anecdotally, it has been noted that ocean 
currents play a role in the efficiency of maritime operations 
near the port (Potgieter et al. 2020), and currents in and 
approaching the port have been assessed with models 
designed to suit engineering purposes (Van Ballegooyen 
2007). However, the ability to model, and later forecast 

surface currents which might affect smaller vessel traffic 
beyond the port, by including the full range of relevant 
forcing, is also important (Jones and Olsonbaker 2005;  
Swett et al. 2011). For example, interactions between the 
surface currents driven by wave energy dissipation near 
Robben Island (which are insensitive to local wind direc
tion) and locally generated wind-waves, could cause wave 
steepening when the currents and waves are opposed in 
direction (Barnes and Rautenbach 2020) and accordingly a 
severe sea state. Sea state is an important consideration for 
much activity in the bay, with the combination between 
wind and waves shown to cause several safety incidents in 
Table Bay (de Vos and Rautenbach 2019). Severe sea state 
also caused a high profile incident in 2017, during which a 
passenger ferry carrying 70 people from Robben Island to 
Cape Town became critically damaged, necessitating a mass 
rescue operation (Anxusani 2017). Factors impinging on 
vessel navigation such as sea state and wave steepness are 
not typically reported in forecasts, or sometimes even avail
able from model output. Thus, information on parameters, 
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such as wind, waves and surface currents remain important 
in enabling interpretation and decision making in respect of 
safe navigation. 

3.3. Wave-induced forces driving near-surface 
currents 

The importance of local winds in driving the surface circu
lation in Table Bay is well established (Van Ieperen 1971;  
Quick and Roberts 1993). However, the development of the 
circulation patterns discussed in Section 3.2 highlighted an 
important relationship between currents and waves, with 
the influence of winds apparently reduced at times within 
the bay. In particular, circulation features established due to 
strong Eulerian flow near Robben Island exhibited a predict
able pattern with the approach of large waves from the open 
ocean to the west, ultimately governing the pattern in much 

of the bay. Correlation analysis was performed for points 
near the island and in the middle of the bay to elucidate the 
relationships at play between current velocity and various 
wave properties. Fig. 8 shows the relationships between 
surface current speeds for a point immediately south-east 
of Robben Island (point C, Fig. 1) and a range of wave 
properties, which were assessed for both simulation periods. 
Significant wave height (Hs) and mean spectral wave length 
( ¯ ) were assessed at a point 2.4 km to the west (point A,  
Fig. 1; in order to correlate with incident wave properties 
prior to nearshore transformation, thereby elucidating pre- 
conditions). Wave-induced force (Fw) and wave-energy dis
sipation rate (D) were assessed at a point where these waves 
begin breaking (point B, Fig. 1). Times at which the gyre 
events discussed in Section 3.2 and listed in Table 2 were at 
their peak are indicated by green dashed lines. Wave- 
induced forces explain ~90% (85%) of the variance in 
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surface current speed at this site for the 2006 (2010) simu
lation. Links between bulk wave parameters and surface 
current speeds are clear, with their respective signals exhi
biting a high degree of similarity. Surface currents at this 
point are strongly correlated with significant wave 
height (R = 0.93 for 2006, R = 0.88 for 2010), wave energy 
dissipation (R = 0.86 for 2006, R = 0.84 for 2010) and 
wavelength (R = 0.64 for 2006, R = 0.64 for 2010). 
Correlations with wavelength are consistent with those 
between flow speeds and estimates of mean wave period 
(Tm−1, R = 0.54 for 2006 and 0.56 for 2010; Tm01, R = 0.58 
for 2006 and 0.60 for 2010; and Tm02, R = 0.63 for 2006 
and 0.63 for 2010). Results for 2010 (not shown) are very 

similar. Weak correlation between current and wind speeds 
affirms the likelihood of waves being the dominant forcing 
of mean currents in this area. 

Conspicuous peaks in wave conditions and current speeds 
on 29 August and 9 October (Fig. 8) and the failure of the 
uncoupled configuration to produce these flow events, 
underscore the importance of large wave events in forcing 
near-surface currents. These peaks correspond to two strong 
cases of the gyre discussed in Section 3.2 and shown in Fig. 4 
and 5. Peaks in mean spectral wavelength during these 
events (Fig. 8d) confirm that it is likely that the swell 
band drives these strong flows. To assess the general depen
dency of surface currents on waves in Table Bay outside of 
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such events, spatial analysis of the wave-induced force was 
conducted. Time-mean wave-induced force was assessed for 
the simulation periods in their entirety, as well as for a high 
wave and high wind event (Fig. 9). This revealed that, 
although wave-induced forces are always in operation, 
they are several times larger during large wave events 
(when remotely forced, longer period waves such as swells 
are present) than when the wave spectrum is dominated by 
local wind waves. The mean wave-induced force Fw for the 
interior of the bay (dashed lines in Fig. 9) was 0.2 N m−2 for 
the 2006 simulation but reached as much as 12.6 N m−2 in 
places during the large wave event shown in Fig. 9a. 
This assessment was extended to a strong wind event 
(Fig. 9b) in order to assess the potential of wind waves 
in driving mean currents by whitecapping-related energy 
dissipation. Under strong winds but moderate wave condi
tions (Uwind max ≈ 16 m s−1, Hs max ≈ 2.5 m), Fw reached a 
maximum of 2.5 N m−2. 

Wave energy dissipation due to bottom friction, depth- 
induced breaking and whitecapping is used to estimate the 
wave-induced forces driving currents as outlined in 
Section 2.1.4. Determining the relative contributions of 
each of the various wave energy dissipation mechanisms to 
this forcing objectively, however, requires dedicated focus 
and model setup and is beyond the scope of this study. For 
example, assessing whitecapping-related dissipation (Swc) by 
postprocessing is problematic where spectral means (availa
ble model output) are used in the computation of dissipation 
source terms. van der Westhuysen et al. (2007) provides a 
comprehensive explanation in this regard. For example, 
where the whitecapping formulation is strongly dependent 
on mean spectral steepness (s̄), the presence of swell in the 

wave field increases the mean spectral wavelength ( ¯ ), 
thereby reducing s̄ and, accordingly, Swc. This is the reason 
for the move away from a spectral steepness-based formu
lation for whitecapping in the model, in favour of a 
saturation-based approach (van der Westhuysen et al. 
2007) which is cognizant of local frequency. This formula
tion is shown to produce improved estimates of wave 
energy dissipation for wave fields with a mix of wind sea 
and swell, but Swc is computed internally. Notwithstanding 
the limitations of s̄-based approach, a rudimentary assess
ment of where whitecapping might be driving surface cur
rents was made by postprocessing the model’s bulk statistics 
output. The s̄ can be computed as ka, where k = 2 ÷ ¯ is 
the wavenumber and a H= ÷ 2s is the amplitude above 
which a wave is assumed to break. Within Table Bay, 
s̄ reached 0.3 during times of strong winds (north- 
westerly and south-easterly), which is within the range of 
critical values for whitecapping in deep water found in the 
literature (Toffoli et al. 2010; Perlin et al. 2013). In this 
regard, Table Bay was confirmed to constitute deep water 
for significant wave heights during strong wind events 
according to linear wave theory. Further, D values within 
the bay and away from areas of depth-induced breaking agree 
well with spectrally local estimates of Mulligan et al. (2008) 
of 0.1–10 N m−1 s−1 for wind speeds of 5–17 m s−1, and 
spatial correlation analysis (not shown) returned moderate 
positive values (~0.5) of near surface current speed with 
D in the interior of the bay. This is borne out by moderate 
negative correlations with ¯ and positive correlation with s. 
These results provide a first guess regarding the importance 
of whitecapping in driving currents but should be considered 
using awareness of the limitations of a mean spectral 
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steepness-based approach. Whitecapping is handled more 
appropriately internally in the model, using a spectrally 
local approach. 

Along the south coast of Robben Island and to its south- 
east, and from there north-eastward towards the mainland 
(north of Bloubergstrand), strong positive spatial correla
tions (~0.9) between current speed and energy dissipation 
rate (not shown) are likely the result of depth-induced 
breaking of longer, higher energy waves. This is evidenced 
by concomitant strong positive correlations with Hs and ¯ in 

this area, and negligible (~0.1–0.3) correlations with s̄
(bear in mind the steepness s of each of these longer 
waves will naturally increase ahead of breaking, potentially 
creating the expectation of a positive correlation with cur
rent speeds, but the spectral mean quantity s̄ will remain 
relatively low when longer waves dominate the spectrum). 
Results for the point example in Fig. 8 provide further 
agreement with this. Time-series analysis like that shown 
in Fig. 8 was also performed for a point in the middle of the 
bay (point C, Fig. 1). For the 2006 simulation, correlations 

–33.75
0.3

0.25

0.2

0.15

0.1

0.05

0

100

80

60

40

20

0

(a) (b)

(c) (d)

(e) (f )

–33.8

–33.85

–33.9

–33.95

–33.75

–33.8

–33.85

–33.9

–33.95

–33.75

–33.8

–33.85

–33.9

–33.95

18.3 18.35 18.4 18.45 18.5 18.3 18.35 18.4 18.45 18.5 18.55

Coupled Monthly Mean Uns Coupled Monthly Mean Uns

Uncoupled Monthly Mean Uns Uncoupled Monthly Mean Uns

| Coupled - Uncoupled | | Coupled - Uncoupled |

September 2006 October 2006

September 2006 October 2006

September 2006 October 2006

Longitude (°E)

La
tit

ud
e 

(°
N

)

(m s–1)

(%)

Fig. 10. Monthly mean near‐surface current speed (Uns) for (a, c, e) September and (b, d, f) October for the (a, b) 
wave‐coupled and (c, d) wave‐uncoupled simulations. (e, f) The percentage difference in monthly mean current speed 
between the coupled and uncoupled simulations.   

www.publish.csiro.au/es                                                                                 Journal of Southern Hemisphere Earth Systems Science 

73 

https://www.publish.csiro.au/es


here were 0.6 (0.6 in 2010) between surface current speeds 
and s̄ , and 0.56 (0.61 in 2010) between current and wind 
speed (both much higher than the case near Robben Island), 
whereas wave-driven forces were far lower than those near 
the island (maximum 0.62 in 2006 and 2010). This suggests 
that here the relative importance of wind as a driver of 
surface currents is increased, and where waves do induce 
forces, they are likely due to whitecapping-related energy 
dissipation (although as explained earlier, this forcing is 
negligible compared to depth-induced breaking forcing 
nearer the island). 

Finally, the influence of wave-induced currents on the 
mean circulation of the bay was assessed. For the months of 
September and October in the 2006 and 2010 simulations, 
monthly mean flow speeds from the wave-coupled and 
-uncoupled configurations were compared. This revealed 
that, notwithstanding that the major contribution of wave- 
driven currents occurs during large wave events (with a smal
ler contribution during moderate and low wave conditions), 
these contributions were sufficient to modify the mean flow 
by 10–50% across much of the bay (Fig. 10). The effect is 
particularly pronounced south-east of Robben Island, and 
from there to the mainland north of Bloubergstrand (reaching 
60–70% for the 2006 simulation). Naturally these findings 
apply within the confines of the time frames simulated in this 
study, but suggest that this is an important consideration for 
future investigation. 

4. Conclusions 

A coastal hydrodynamic model is employed to demonstrate 
the central importance of waves in driving surface currents 
in Table Bay. The model is able to reproduce the long-term 
and sub-daily velocity variability. A cyclonic circulation 
feature within the bay is identified and shown to be wave 
driven, dominating the circulation in the bay during large 
wave events. The feature is established primarily by the 
depth-induced breaking of high energy waves (such as 
swells) in the vicinity of Robben Island, significantly influ
encing the flow south-east of the island and near 
Bloubergstrand. The frequency of such events and the inten
sity of the currents they produce, combined with contribu
tions from weaker wave-driven flows at other times resulted 
in the modification of the mean circulation for the months 
simulated. This suggests that wave-driven currents in 
Table Bay are relevant at both the event scale and for the 
mean circulation, although longer simulation periods are 
required to confirm this. Further, the classical notion that 
wave-driven currents are of primary importance only 
along the eastern margins of the bay, with wind being 
the primary driver elsewhere, is qualified by showing the 
importance of wave-driven flows throughout the bay, and 
that at times they may dominate the influence of wind. The 
occurrence of this feature in the model provides further 

motivation for enhanced observational capacity in this 
important embayment. 

The results of a simple drift experiment using virtual dro
gues underscore the importance of including surface gravity 
wave forcing in all simulations of the circulation within Table 
Bay. In particular, modelling of currents for applications such 
as trajectory modelling for search and rescue are likely to be 
materially deficient in the absence of an appropriate handling 
of the contribution of waves to the Eulerian flow. 

Given the vast activity within Table Bay and the multi
tude of human and natural interests, the findings of this 
study constitute an important consideration for future 
modelling and forecasting work. Future work would benefit 
greatly from longer simulations periods and more measure
ments of velocities within the bay. 
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