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The effect of water currents on wind drag – a case study of 
tidal currents and sea breeze in a semi-enclosed embayment 
S. M. ThurgateA,*

ABSTRACT 

The details of how energy and momentum are exchanged at the interface between ocean surface and 
the atmosphere is complex and the subject of new and more complete models. The need to improve 
models of how wind interacts with oceans is driven in part by the growth of offshore wind farms, and 
the need to predict their likely performance. The geographic features of Shark Bay allow several of 
the factors affecting the influence of currents on wind speed to be separated and analysed. Shark Bay 
is the largest semi-enclosed embayment on the Australian coast. It is tidal and aligned north–south in 
the direction of the sea breeze. The prevailing southerly wind, and the absence of openings to the 
ocean in the south of the bay, limits the fetch of waves, providing waves of predictable age in the bay 
with an absence of longer wavelength swell. The sea breeze in this region is characterised among the 
strongest and most reliable anywhere in the world. Although the tide heights are not large, the 
geography of the bay ensures strong tidal currents. Hence Shark Bay provides an excellent 
opportunity to study the effects of currents on winds. This study demonstrates that the effects of 
the tidal current are apparent in the wind speed record. It shows that simply subtracting a 29-day 
running average of the particular time of day from the wind speed reveals the effect of an incoming or 
outgoing tide. Time-series analysis of this outcome shows the periodicity and modulation of the tides. 
The analysis is further improved through using the Weather Research and Forecasting (WRF) code 
and subtracting its predictions from the raw data. Time-series analysis of the outcome demonstrates 
that the resultant difference has two diurnal and two semi-diurnal components with the correct 
periods and amplitudes of the known tidal variations in that region of Shark Bay. Hence the neglect of 
the interaction between water currents and wind stress is demonstrated to produce a systematic 
deviation in the predictions of the WRF from the measured wind values for Shark Bay.  
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1. Introduction 

There is increased interest in weather models that include an accurate account of the 
interaction between the atmosphere and waves on the sea surface. Reliable wind predic-
tions are needed to aid the deployment of new offshore wind farms. The probable 
performance of these depends on accurate modelling of likely wind speeds, which in 
turn depends on accurate accounts of the exchange of momentum between the sea 
surface and the marine–atmospheric boundary layer (Villas Bôas et al. 2019; Deskos 
et al. 2021). There is also an increasing understanding of the two-way nature of the 
wind–wave interaction and its importance in driving currents and mixing water compo-
nents (Villas Bôas et al. 2019). Similarly, there is an emerging understanding of changing 
wave fields as a consequence of climate change and their likely impact (Liu et al. 2022). 

In this investigation, it is determined that the impact of changes in the direction of the 
tidal current in Shark Bay, through the mechanism of their influence on wave height and 
steepness, is apparent in the wind speed record at Shark Bay. 

Shark Bay lies ~600 km north of Perth in Western Australia (Fig. 1). It is Australia’s 
largest semi-enclosed water body (Hetzel et al. 2013), extending some 250 km in a 
north–south direction, aligning it with the prevailing southerly winds, and it marks the 
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western-most point of the Australian continent. The waters 
of Shark Bay cover 13 000 km2, being some 250 km long and 
130 km wide. 

A connection between tides and the sea breeze has been 
observed (Lee 2021) and modelled in previous studies (Kessler 
et al. 1985; Fischereit et al. 2016). In these studies, connec-
tions were made with changes to the surface roughness length 
and thermal balance that accompanies exposure of large inter-
tidal regions and the consequent changes in the sea breeze. 
The work of Fischereit et al. (2016) demonstrates the 
complexity of these interactions. Their model includes 
two-way interactions between the air column model and 

the two-dimensional model of ocean currents and coast 
lines. This contrasts with the current investigation in which 
the interaction of tide and wind is in a region not dominated 
by a large intertidal region. However, a strong dependence 
on sea surface conditions and the direction of the tide is well 
known to mariners who navigate these waters (Schilder 
1984). In this investigation, a strong correlation is demon-
strated between the tides and 30 min wind speed record in 
Shark Bay. It is proposed that this correlation is due to the 
impact of changes in the direction of the tidal current on 
the wave height of the sea surface, causing changes in the 
surface roughness experienced by the air column. 
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Fig. 1. Map of the Shark Bay region (GADM data, Database of Global Administrative Areas, see https://gadm.org/ 
data.html) showing the major settlements, islands and water bodies. The area of the WRF calculation is marked by 
the rectangle and the location of the weather recording station at Shark Bay Airport shown.    
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Shark Bay is at latitude 26°S on the western coast of 
Australia, and so faces the Indian Ocean in the region of 
the Trade Winds. An analysis of the wind patterns on the 
coast of Western Australia has been completed by Pearce 
et al. (2015). They conclude that the area can be divided 
into three major regions. Shark Bay is in the west coast 
region, Learmonth to Cape Naturaliste. As such it experi-
ences generally strong and persistent southerlies during 
summer with more variable winds in winter. Masselink 
and Pattiaratchi (2001) investigated the sea breeze at 
Perth and its surrounding areas. They concluded that the 
west coast region experienced strong sea breezes, though the 
sea breeze was not a ‘pure’ sea breeze as it blows obliquely 
onshore, rather than perpendicular to the shoreline (Miller 
et al. 2003). This they conclude is due to the interaction of 
the sea breeze with the geostrophic winds. The interaction 
of the sea breeze and geostrophic winds produces a resultant 
breeze that is largely southerly, reaching a maximum in the 
early afternoon, and swings from southerly to south- 
westerly. They characterise this sea breeze as among the 
most ‘energetic and consistent sea breeze systems in the 
world’ (Masselink and Pattiaratchi 2001). Our data show 
that the sea breeze at Shark Bay is consistent with the wind 
patterns of the sea breeze of the west coast region. 

This study investigated the interaction of the tides with 
the sea surface state in the direction of the prevailing wind 
relative to the recording station at Denham. Fig. 2 shows 
that for most of the time the wind at Denham comes from 
the south, and so crosses the southern reaches of the 
Western Gulf before reaching the weather station. 

The direction of the wind is important in this study as 
water waves travel in the direction of the wind that gener-
ates them (Phillips 1957). In this case, the prevailing south-
erly wind create waves that travel toward north. The inflow 
tidal current into Shark Bay comes primarily from the 

opening of the bay in the north (Hetzel et al. 2013), the 
Naturaliste Channel, between Dirk Hartog Island and Dorre 
Island (Fig. 1). Hence the major tidal flow direction south of 
Denham is from north to south on a rising tide and south to 
north on a falling tide. Thus, the primary tidal flow is either 
parallel to or anti-parallel to the direction of wave travel in 
the southern parts of the Western Gulf. 

All wind speed and wind direction observations in this 
work come from the weather station at Shark Bay Airport, 
which is 4 km north-east of Denham. The relevant tide was 
assumed to be the tide at the location of the tide station at 
Useless Loop, as explained below. The locations of both 
Shark Bay Airport and Useless Loop are shown in Fig. 1. 

Shark Bay was first explored by William de Vlamingh in 
1697 (Schilder 1984). His first attempts to explore the Bay 
in 1697 were delayed for days when he found that his long 
boat was unable to cross the bay due to rough seas (Schilder 
1984). Thus, difficult sea conditions are well known to users 
of Shark Bay, and the decline in sea conditions with the 
change in tide is well known to mariners (Lapworth 2011). 

This study looks at the relationship between tidal flow and 
the wind speed in Shark Bay. It is proposed that the connec-
tion between these two comes from the change in wave 
height due to a change in current direction as the tide turns 
from incoming to outgoing. This is shown to have a measur-
able impact on the wind speed. The impact of changing water 
height with tide, and thus wave speed and wave height, is 
also investigated. It is found to play a negligible role. 

2. Method 

Wind speed, wind direction, atmospheric pressure and tem-
perature, as measured by the Australian Bureau of 
Meteorology (BOM) weather station at Shark Bay Airport 
(ID 006105) were provided by BOM for all of 2020. This 
data recorded the weather station outputs every 30 min, 
using data taken at 1-min intervals, quality checked and 
averaged. The study used data from a full year to prevent 
bias towards a particular season. 

The vegetation that lies between the station and the 
shoreline is low scrub with few, if any trees. The elevation 
of the area surrounding the weather station is low, staying 
beneath 50 m above sea level for all the Peron Peninsula. 
The weather station is a standard BOM automated weather 
station (AWS) and is mounted 10 m above the ground in 
accordance with the BOM specification (Bureau of 
Meteorology 1997) for such stations. 

The tide data were computed from the table of predicted 
tide heights and times at Useless Loop (a village on the 
western side of Shark Bay, Fig. 1) for the year 2020, as 
distributed by BOM (Bureau of Meteorology 2019b). Note 
that the tidal variation at Useless Loop has both a diurnal 
and a semi-diurnal period, the component with the larger 
amplitude is diurnal (Burling et al. 2003). Typically, the 

2000

1500

1000

N
um

be
r 

of
 o

bs
er

va
tio

ns

500

0

0 100 200

Wind direction (°)

300

Fig. 2. Annual wind directions. This shows a histogram of 30-min 
wind direction data from Bureau of Meteorology AWS (ID006105) at 
Shark Bay Airport for the year 2020.   
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tidal variation is less than 1 m, and so the intertidal area 
exposed during a low tide is not large. The amplitude of the 
tide is modulated to give ‘spring’ tides and ‘neap’ tides. The 
analysis required information on whether the tide was 
incoming or outgoing for every 30-min interval during 
2020. This was determined by fitting sinusoids between 
the high-water heights and the low-water heights, at the 
corresponding times. The derivative of the tide height was 
used to determine if the tide was outgoing (negative value) 
or incoming (positive value). Nahas et al. (2005) modelled 
the tidal flows in Shark Bay and deduced that the magnitude 
of the mean tidal velocity in the southern parts of the 
Western Gulf was typically 0.3–0.4 m s–1 using the 
Hamburg Ocean Model – HAMSOM (Backhaus 1985). 

A graph of the tide height for Denham for the period 
November–December 2020 from the tide table for Denham 
(Bureau of Meteorology 2019a) is shown in Fig. 3. The tide 
data for Useless Loop were used in this study as Useless Loop 
is in the southern reaches of the Western Gulf. The work of  

Burling et al. (2003) showed that the tidal amplitude is 
constant across the width of the gulf in this region. Hence 
the tide data for Useless Loop indicate the tidal state of the 
water, over which the wind crosses, which is measured from 
a southerly direction at Shark Bay Airport. 

3. Sea breeze at Denham 

The monthly average wind speed for Shark Bay Airport in 
2020 (Fig. 4) shows that the wind speed average is greater 
during the summer than the winter months. In December 
and January, the monthly average was ~7.5 m s–1, a strong 
average wind. The daily variations in monthly average wind 
speed for 2020 are shown in Fig. 5. It is clear from these data 
that the sea breeze reaches a maximum at c. 1700 hours 
in summer, and 1600 hours in winter. The daily variation in 
average wind direction for each month in 2020 is shown 
in Fig. 6. These data show that the sea breeze starts in the 
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Fig. 3. Tide heights at Denham ( Bureau of 
Meteorology 2019a) for the period November– 
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morning from ~180° in summer and swings to ~210°. 
In winter it starts ~120° and moves to ~200°. 

The power spectrum of the wind speed for Shark Bay 
Airport using data for 2020 is shown in Fig. 7. This spectrum 
illustrates the domination of the wind by the sea breeze. The 
largest component has a frequency of 0.0416 h–1, which is a 
period of 24 h. There is no evidence of strong harmonics of 
this diurnal frequency. There are some lower frequency 
components, presumably related to wind that accompany 
the passage of cold fronts and other pressure systems that 
cross the coast from the Indian Ocean. 

Cyclones are a regular feature of the weather at Shark 
Bay. In 2020, the largest cyclone to pass through the area 
was Cyclone Mangga. In some of the following analysis, data 
for the period 20 May to 1 June were removed as these data 
corresponded to the passage of this cyclone through the 
Shark Bay region. The text indicates where this was done. 

The characteristics of the sea breeze described by these 
data are similar to the data reported for Perth and the west 
coast region (Masselink and Pattiaratchi 2001; Pearce et al. 
2015), including Shark Bay (Carnarvon Airport weather 
station ID 006011) and confirms that the wind patterns 

recorded at Shark Bay Airport weather station ID 006105 
are typical of the west coast region of Western Australia. 

4. Theory 

Over-water surface roughness at higher wind velocities is 
due to the spectrum of wave height and steepness present at 
that wind speed. Greater wind speeds generate higher 
waves that can have larger roughness length (Taylor and 
Yelland 2001; Cavaleri et al. 2007). This dependence was 
first characterised by Charnock (1955) who proposed the 
following: 

z z u g= ÷0 Ch
2 (1)  

where z0 is the roughness length, g the acceleration due to 
gravity, u* the friction velocity and zCh is a non-dimensional 
roughness parameter, the Charnock parameter. It has long 
been recognised that this is a simplification, and the 
Charnock parameter must be chosen to reflect characteris-
tics of the wave field (Deskos et al. 2021). 
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Any dependence on tidal current is likely to be a conse-
quence of the change in wave height and steepness when the 
wave motion is opposite to the water current as compared to 
when the wave motion is in the same direction as the 
current. The dependence of water wave height and steep-
ness on current is well known (Unna 1942; Hedges 1987). 

This dependence can be seen from the following set of 
relationships between the wave phase velocity c0 height 
H0 and wavelength λ0, in stationary water of depth h and 
their corresponding values c, H and λ for the same wave 
travelling in a current of velocity U. 

c g kh
k

= × tanh( )
0 (2)  

where k is 2π ÷ λ0. Equation 2 is applicable to water waves 
travelling in water of all depths (Phillips 1977). At an 
interface between stationary water and water travelling at 
velocity U, the requirement for continuity of the wave is that 
the period of the wave is constant. This gives the following 
(Unna 1942): 

c c U
= =

+
0

0
(3)  

The total energy in the wave is proportional to the square of 
the wave height and the energy of the wave will be 
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conserved across the boundary, and so for waves travelling 
in water where H > λ ÷ 2 (Hedges 1987): 

i
k
jjj y

{
zzzH C U C

8
+

2
= constant2 0 0 (4)  

These three expressions can be used to find the ratio of 
the height of a wave of known wavelength travelling oppo-
site to the direction of the current to that of the same wave 
travelling in the direction of the current. These dependen-
cies are illustrated in Fig. 8, assuming that h > λ ÷ 2, for a 
set of waves of different wave lengths. The average depth of 
Shark Bay is 10 m (Burling et al. 2003). Fig. 8 demonstrates 
that the change in wave height between a wave travelling 
in the direction of the current to one travelling opposite the 
current can be large. Fig. 8 also illustrates the dependence of 
this effect on the wavelength of the wave. It is much more 
pronounced on waves of shorter than longer wavelength. 
The wavelength of water waves depends on the ‘fetch’ of the 
waves, the distance the wind acts on the surface of the 
water, as well as the wind strength and the time the wind 
acts on the surface of the water. In this case, the fetch is 
limited by the southerly extent of Shark Bay. There are no 
long-wavelength water waves travelling north at Denham as 
there are no ocean openings to the bay south of Denham. 
The fetch in the southern reaches is in the order of tens of 
kilometres, whereas the fetch needed to produce long- 
wavelength waves (with wavelengths of greater than 
100 m) is greater than 1000 km. These are typically formed 
in the open ocean (Pierson and Moskowitz 1964). Hence the 
wave spectrum in the Western Gulf of Shark Bay is distrib-
uted around shorter wavelengths. This effect is evident 
in the wave period data (Fig. 9) collected from a wave 
monitoring buoy (Sofar Spotter Buoy) moored in Shark 
Bay, north-east of the tip of Dirk Hartog Island (University 
of Western Australia and the Minderoo Foundation’s 
WaWaves, see https://wawaves.org/). This histogram 

displays the distribution of the mean wave period from 
30-min time blocks. The distribution of average period of 
waves collected here is contrasted with the distribution of 
average periods, for the same time (10 March 2021 to 25 
July 2021), of a similar wave monitoring buoy located off 
the Perth coast, north-east of Rottnest Island some 600 km 
to the south. The absence of long-period waves in the Shark 
Bay data is clear, indicating the dominance of short- 
wavelength waves in Shark Bay. 

A variation in wind speed that correlates with tides might 
also be explained by a mechanism whereby the variation in 
water height affects wave velocity and so wave height. 
Shark Bay is shallow, with an average depth of 10 m. 
In some places it is very shallow. In the region of this 
study, there is a shallow bank, Knight Bank, to the south 
of Denham, which has an average depth at low water of 
2.0 m. Hence a 1.0-m tidal variation could potentially affect 
both wave speed and so wave height. In shallow water, 
water depth determines wave speed (Phillips 1977). 
If λ ≫ h and A ≪ h, then Eqn 2 reduces to c gh= . Hence, 
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if these conditions are met, as the tide changes from high to 
low water the wave speed will change from 5.42 to 
4.43 m s–1. As energy in the wave is proportional to the 
square of wave amplitude and the wave period must be 
constant, the change in wave heights between high and low 
water will be c c÷ = 5. 42 ÷ 4. 331 2 = 1.11 Thus the 
mechanism would produce an increase in wave height of 
~11% on Knight Bank, which is significantly smaller than 
the change produced by the effect on wave heights caused by 
a change in the direction of the current, as detailed in Fig. 8. 
The dramatic change in sea conditions (i.e. wave height) with 
change in direction of the tide (Lapworth 2011) is observed 
in this region of the bay, but a change in sea conditions with 
the arrival of low tide has not been widely reported. 
However, analysis of the data of this current investigation 
will allow a distinction to be made between the two possible 
mechanisms. 

Currents can affect the mechanism of wave generation 
(Pizzo et al. 2021). Wave generation occurs when the veloc-
ity of the wind exceeds the phase velocity of the wave 
(Vekstein 1998). The wave then grows to a height deter-
mined by the wind profile near the surface such that the 
wind velocity matches the wave velocity. This mechanism 
was first proposed by Miles (1957). If the current is travel-
ling in a direction opposite to the wind, then the phase 
velocity relative to the wind is lowered and so the mecha-
nism of wave generation and growth is enhanced. Modelling 
of the tidal currents in Shark Bay (Nahas et al. 2005) esti-
mated the mean tidal velocity in the area where the wind 
speed measurements were made at 0.3–0.4 m s–1. The phase 
velocity of a surface gravity wave of λ = 1.0 m in water of 
depth 10 m is 1.25 m s–1 (Eqn 2). Thus, tidal currents are a 
significant fraction of the threshold for wave generation. 
Hence wave generation and growth are enhanced if the 
waves are travelling in the direction opposite the current. 

5. Analysis 

Fig. 7 demonstrates the dominance of the sea breeze at 
Shark Bay Airport. Its regularity provides an opportunity 
to examine the wind record by comparison with daily 
averages. To determine the influence of the tide on the 
wind, it is necessary to compare the sea breeze when the 
tide is in the same direction as the waves (i.e. travelling from 
the south with the wind) to when the tidal current is travel-
ling from the north. To do this meaningfully, it is necessary 
to account for the diurnal variation. The simplest way of 
doing this is to find the average wind speed at the time of 
day for that time of the month and year and to compare it to 
the wind speed when the tidal current is from the south to 
when it is from the north. Hence, for every 30-min measure-
ment in the data set, the average wind speed for the corre-
sponding time of day, for wind coming from the south, was 
computed for 29 days – 14 days before and 14 days after the 

day of the measurement. This running average had the same 
diurnal periodicity as the raw wind speed. The 29-day aver-
age ensured that the average was calculated for a full period 
of the moon’s orbit, removing any bias from possible tidal 
effects on the wind speed. 

Wind drag due to wave formation is only apparent at 
higher wind speeds, as is clear from the Charnock relation-
ship (Eqn 1). Hence, only those times when the wind has a 
significant prospect of inducing waves of sufficient height to 
add drag need be considered. To do this only those times 
when the 30-min average wind speed was greater than 
7.5 m s–1 were considered. This corresponded to a Beaufort 
scale of sea surface state of 4–5, when small waves are formed 
with frequent ‘white caps’ (National Weather Service’s 
Beaufort Scale, see https://www.weather.gov/pqr/beaufort). 

As described in Section 2, the tide table for Useless Loop 
was used to determine if the tide was rising or falling for all 
30-min measurement intervals in 2020. Using this, the aver-
age difference between the wind speed and the 29-day 
running average for that time of day was computed for 
wind speeds in excess of 7.5 m s–1 for when the tide was 
incoming and when it was outgoing. This was calculated for 
all 30-min periods in 2020, where the 29-day running aver-
age was available, i.e. after 14 January 2020 and before 
17 December 2020. The average value of the wind speed 
when the tide was incoming (i.e. flowing from the north in 
the opposite direction of the sea breeze) was 0.25 m s–1 less 
than the average wind speed when the tide was flowing in 
the opposite direction. This indicated that there was a mea-
surable difference between the wind speed when the tide 
was incoming to when it was outgoing. 

6. Time dependence of the wind record 

To investigate the time dependence of the wind record, the 
following analysis was applied.  

1. For each 30-min period with wind from the south, in 
excess of 7.5 m s–1 and for when the tide was flowing in, 
the difference between the actual wind speed and the 
29-day running average wind speed was determined. 

2. The mean of all such differences for the year was calcu-
lated and recorded.  

3. Each 30-min record where the tide was ‘incoming’ was 
marked. This was the ‘reference set’ of times.  

4. To examine the wind record N hours later, every 30-min 
wind record that was N hours later than the reference set 
was compared to its 29-day running average wind speed 
for that time of day and the difference found. Hence if N 
was 12 h, then instead of looking at times when the tide 
was incoming, it would now be looking at times when the 
tide was outgoing. As before, the average of all times that 
were 12 h from the reference set for the whole year was 
calculated. 
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5. This process was repeated for all times in the scan time, and 
the yearly average wind speed difference was recorded. 

A time series over 42.666 days (two-thousand forty-eight 
30-min periods) was computed using this methodology. 
The outcome of this calculation is shown in Fig. 10. This 
figure shows the difference between the daily wind speed 
and the 29-day running average as a function of the ‘Tide 
delay’ parameter. The tide delay is the value of the number 
of hours that the calculated point is from the set of reference 
times. The data clearly have the periodicity of the tides 
superimposed. It shows that the difference between the 
wind speed when the wind is against the tide compared to 
when it is in the same direction is sufficiently great so as 
to be visible once the daily variation in the sea breeze is 
removed by subtracting the average wind speed for that 
time of day and in that month. The modulations of the 
spring and neap tides are clear as is the presence of both 
diurnal and semi-diurnal periodicities. The spectral compo-
nents of Fig. 10 are shown in the power spectrum in Fig. 11. 
The frequencies identified by this are the diurnal component 
(1/0.042 = 23.8 h) and the semi-diurnal component 
(1/0.081 = 12.3 h). 

Although the tide periodicities are clear in Fig. 11, it is 
also clear in both Fig. 10 and 11 that there are other spectral 
features present. The ratio of the diurnal to semi-diurnal 
periodicities is biased towards more diurnal component 
than could be explained by the tides alone. This was likely 
due to the incomplete removal of the diurnal sea-breeze 
component through subtraction of the 29-day running aver-
age. Although Fig. 8 shows the domination of the wind by 
the sea breeze, there are other features present that do not 
have a diurnal periodicity. Hence the 29-day running aver-
age will not always simply remove the sea breeze. There are 

some days when there is no sea breeze. For instance, if the 
geostrophic winds are so strong that there is no opportunity 
for the land to heat more rapidly than the water, the mech-
anism of the sea breeze pressure gradient will be inhibited 
for that day. Thus, subtracting the 29-day running average 
will add to the diurnal component rather than reduce it for 
this type of day. It is also true that the selection of 29-days as 
the period to form the average will affect the responsiveness 
of the average to changes in seasons. This may well intro-
duce low-frequency terms such as are apparent in the slope 
of the data in Fig. 9, and the intensity of the low frequency 
terms in Fig. 11. 

So simply when subtracting a time of day, the 29-day 
running average for wind speed from the wind speed record 
does unequivocally demonstrate the influence of the tides on 
the wind speed record. However, the resultant spectral anal-
ysis is left with artefacts of the process. A better approach is 
to use a medium-scale weather model with appropriate 
historical initialisation data. Such a model not only accounts 
accurately for the sea breeze, but also other geostrophic 
winds and changes in weather patterns as the season 
changes. The Weather Research and Forecasting (WRF 
(ARW) version 4.0) was used to do this. 

7. WRF wind speed calculations 

Wind speeds were calculated using the WRF ver. 4.0 code. 
The WRF is extensively used for weather and climate 
research (WRF 2022). It has been used to study climate 
and seasons in south-west Western Australia (Kala et al. 
2015) and to study wind fields in coastal regions (Jiménez 
and Dudhia 2018; Kim et al. 2019; Misaki et al. 2019). 
Hence it is admirably suited to improve the estimates of 
daily wind speed beyond the simple 29 ‘time of day’ 
average. 

The area has a relatively simple topology in that it is 
remarkably flat being among the oldest land surfaces any-
where in the world. The land surface elevation does not rise 
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above 100 m for 100 km east of the coast. Then it rises 
gently to a plateau with an average height ~200 m above 
sea level (World Topographic Map 2022). However, its 
geography is relatively complex (Fig. 1). The bay has two 
gulfs together with the narrow peninsulas and stretches of 
shallow water. Some care was needed to ensure that the 
WRF accurately reflected these complexities. 

The code was run on a single domain (Fig. 1) 438.4 km 
east–west by 486.4 km south–north, centred on 25.7°S and 
113.5°E. The calculation was done on a 3.2- × 3.2-km 
spaced grid with 33 vertical levels. The grid size was settled 
on when calculation demonstrated that the resolution of the 
wind speed features was not significantly improved by using 
a finer grid. 

The ‘NCAR convection-permitting suite’ of options, 
denoted as the ‘conus suite’, was used to set the various 
physics model alternatives (WRF 2022). 

The ‘conus suite’ of physics options includes   

• Thompson microphysics scheme (Thompson et al. 2008)  
• MYJ PBL scheme (Janjić 1994)  
• Noah LSM (Chen et al. 1997)  
• RRTMG shortwave radiation scheme (Iacono et al. 2008)  
• RRTMG longwave radiation scheme (Iacono et al. 2008)  
• Tiedtke cumulus scheme (Tiedtke 1989; Zhang et al. 2011)  
• MYJ surface layer scheme (Janjić 1994) 

This suite has been extensively tested, particularly in the 
continental USA (WRF 2022). It produced reliable results for 
the Shark Bay region (Fig. 12). 

MODIS IGBP 21-category data were used for the calculations 
with a time step of 18 s. The WRF code was set to output ‘time 
series’ data for the geographic location of Shark Bay Airport 
(25.9°S, 113.6°E, 36.9 m above sea level and 10.0 m above the 
land surface). The model output data for wind speed at 10 m 
above the surface was used for comparison with the weather 
station observations. The model initialisation data needed to 
run the forecast model for 2020 were downloaded from the 
Copernicus Climate Change Centre, which is part of the 
European Centre for Medium-Range Weather Forecasting 
(ECMWF), using the ERA5 reanalysis data (Copernicus 
Climate Services, see https://climate.copernicus.eu/climate- 
reanalysis). Calculations were done for 1 month of data in 
each run. The first 72 h of each calculation were ignored as 
‘spin-up’ for the code to reach reliable outputs. The period 
when cyclones were in the area of Shark Bay, as outlined in 
Section 3, was excluded from the calculation. 

8. Comparison of calculations with 
observation 

Fig. 12 shows a comparison of the calculated and measured 
wind speeds for every 30-min period in 2020 for wind 

coming from all directions. The data are plotted both in a 
scatterplot and on a quantile–quantile plot, which clearly 
show that the deviations of the measured wind speed occur 
at higher wind speed. Some of the very high wind speed 
measurements in this figure are from Cyclone Mangga as 
previously described. A wind speed of 7.5 m s–1 corresponds 
to a sea state of 4–5 on the Beaufort scale, a point where 
‘white caps’ become evident on the sea surface. Fig. 12 
demonstrates that significant deviations of the WRF calcula-
tions occur as a new energy dispersive process begins at 
wind speeds exceeding this (Cavaleri et al. 2007). 

Fig. 13 shows scatterplots of the WRF predictions versus 
the BOM measurements for wind coming from the south in a 
compass direction of 160–200° for times when the tidal 
current was outgoing (from the south, Fig. 13a), for times 
when the tidal current was incoming (from the north,  
Fig. 13b) and for low tide (Fig. 13c). It is very clear from  
Fig. 12 and 13 that the WRF in this configuration does an 
excellent job in predicting the wind patterns. It is also clear 

W
in

d 
sp

ee
d 

(m
 s

–1
) W

R
F

0

0 5 10

Wind speed (m s–1) observations

W
in

d 
sp

ee
d 

(m
 s

–1
) W

R
F

0

4

8

12

0 4 8 12

Quantile
1st quantile

3rd quantile
Median

Wind speed (m s–1) observations

15

5

10

15

(a)

(b)

Fig. 12. Comparison of WRF wind speed predictions with BOM 
measurements for the period of study for winds in all directions and 
all tides. (a) Scatterplot showing the comparison of all 30-min calcu-
lations and measurements for 12-month period. The blue line is y = x. 
(b) Quantile–quantile plot for the same data. The black line is y = x, 
indicating where the WRF distribution is equal to the distribution of 
wind speeds from the BOM measurements.   
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that the WRF in this configuration underestimates the wind 
speed for higher wind speeds. These figures present convinc-
ing evidence that the effects of the tide on the wind speed 
are evident only at higher wind speeds, and therefore cannot 
be due to changes in the surface roughness because of the 
exposure of large ‘mud flats’. If so, the deviations of the 
measured wind speed from the calculated wind speed would 
occur at all wind speeds. This is in contrast with the results 
of Kessler et al. (1985) and Fischereit et al. (2016) in which 
the tidal effects were demonstrated to be linked to the 
exposure of large mud flats at low tide. The observation 
that the deviations occur at high wind speed implies that 
the origin of the deviation is due to changes in wind drag 
with increasing wind speed. 

The location of BOM AWS (ID 006105) makes it likely 
that wind-speed measurements by the station will reflect 
energy lost as the air column passes over the southern 
reaches of the Western Gulf. Although the wind speed is 
not the wind speed over the water, the lack of large geo-
graphical features in the landscape between the weather 
station and the gulf minimise the opportunities for mixing 
and loss of signal. Clearly, there will be days when there is 
additional turbulence in the air column, and this will cause 
increased mixing and loss of this signal from time to time. 
The fits to the data for both the outgoing and ingoing tide 
(Fig. 13a, b) at lower wind speeds (<7 m s–1) show that the 
drag at these wind speeds predicted by the WRF is the same 
for both the incoming and outgoing tides and is higher than 
the measured wind speed. This constant difference is likely 
due to misassignment of the drag of the landcover south of 
the weather station. The fact that the difference remains 
constant at all wind speeds, including those >7 m s–1, 
when the tide is in the same direction as the wind implies 
that the misassignment is to do with geographic features or 
land cover elements in the WRF model and is not a reflection 
of drag associated with the sea surface. 

It has been acknowledged in the literature (Jiménez and 
Dudhia 2018) that the drag across shallow water is only 
approximately computed by the WRF code (ver. 4). This is 
unsurprising as it has been demonstrated that the wind drag 
is a function of both the wave height and wave ‘steepness’, 
the ratio of the height to the wavelength (Taylor and 
Yelland 2001). Wavelength depends on wave ‘age’, the 
period of time the wind has been acting on a set of waves 
and water depth. Wave age depends on wave fetch as well as 
the time that the wind has been constant (Pierson and 
Moskowitz 1964). The wave fetch and water depth are not 
estimated by the WRF, so the wind drag is only approximate 
(Skamarock et al. 2005). There have been efforts to improve 
this aspect of the WRF for shallow water (Jiménez and 
Dudhia 2018; Kim et al. 2019), although these are yet to 
include the effect of wave age. Jiménez and Dudhia (2018) 
propose a new formulation for computation of the wind drag 
at different water depths for waters deeper than 10 m. Kim 
et al. (2019) applied this formulation to shallow waters in 

W
in

d 
sp

ee
d 

(m
 s

–1
) W

R
F

0

5

10

(a)

(b)

0 5 10

W
in

d 
sp

ee
d 

(m
 s

–1
) W

R
F

0

5

10

15

0 5 10

(c)

W
in

d 
sp

ee
d 

(m
 s

–1
) W

R
F

0

5

10

0 5 10

Wind speed (m s–1) observations

Fig. 13. Scatterplot of wind speed–WRF prediction versus BOM 
observations for the period of the study (2020) for wind originating in 
the compass direction 160–200°: (a) outgoing tide, (b) incoming tide 
and (c) low tide. The data are fitted with a quadratic (blue line) and 
y = x (black line).   

www.publish.csiro.au/es                                                                                 Journal of Southern Hemisphere Earth Systems Science 

11 

https://www.publish.csiro.au/es


their study of winds over the Korean Peninsula and con-
cluded that they were able to reduce the wind speed bias. 
Thus, it is not unexpected that there will be an overestimate 
in the wind speed prediction in the WRF as Shark Bay is both 
shallow (10-m average depth) and its coastline ensures a 
limited wave fetch. 

9. Calculation of average deviation of the 
WRF calculation from the BOM 
measurement at high wind speeds 

The analysis of the data was done by looking at correlations, 
using scatterplots, between the WRF calculations and the 
BOM observations of selected ‘wind events’. The ‘wind 
events’ were pairs of BOM observations and corresponding 
WRF calculations selected from the full data set by setting 
filters to extract events characterised by the direction of the 
wind, their correlation with tide events (high tide, low tide, 
tide outgoing, tide incoming or at a fixed time after high 
tide, low tide, tide incoming or tide outgoing), date range, 
range of wind speed and range of tide velocity. The data in 
the scatterplots were fitted with a quadratic function, using 
a least squares non-linear fitting program. A quadratic func-
tion was chosen to model this data following an analysis of 
variance test of this model versus a linear fit (Wilks 2019). 
The data was analysed comparing the deviation at a maxi-
mum velocity of the fitted curve from the observed value. 
The degree to which the WRF overestimates the wind speed 
over water at higher wind speed was estimated by this 
computed value. Thus, this ‘Maximum deviation’, evaluated 
at x = 13.5 m s–1, was used to measure the extent of the 
wind speed bias of the WRF at higher wind speeds. 

Fig. 13 shows scatterplots for wind coming in the range 
160–200°, when it is coincident with an outgoing tide 
(Fig. 13a), an incoming tide (Fig. 13b) and low tide 
(Fig. 13c). The parameter values from these fits are shown 
in Table 1. The ‘Maximum deviation’ column in Table 1 
shows the amount by which the fitted function exceeds 
the measured value when the measured wind speed was 
13.5 m s–1. From this table, the value predicted by the 
WRF was 1.58 ± 0.8 m s–1 greater than the measured 
value of 13.5 m s–1 when the tide was running out. 
Similarly, when the tide was incoming, the WRF predicted 
that the wind speed would be 0.47 ± 1.0 m s–1 greater than 
the measured value of 13.5 m s–1. Hence the deviation of the 

WRF prediction from the measured values is significantly 
greater at higher wind speeds when the tide is incoming 
than when it is outgoing. The errors quoted in Table 1 use 
the standard errors in the coefficients of the fitted curves 
returned from the least squares fit program, propagated to 
produce the error in the maximum deviation. 

Fig. 13c and the values recorded for Fig. 13c in Table 1 
show no measurable increase in wind drag when the tide 
reaches low tide. It should be noted that the data in Fig. 13c 
are for the entire year of ‘low tide’ events, excluding the 
time when Cyclone Mangga crossed the bay. The criterion 
used to determine that the tide was low was that tide 
velocity was near zero (less than 0.0002 m s–1) and the 
water level was less than the mean water level. This accu-
rately reproduced the times for low water. Hence, the pro-
posal that the increased wind drag is due to waves slowing, 
and so growing in height, due to the change in water level, 
can be rejected. Fig. 13b shows the equivalent analysis for 
every incoming tide event for 2020. In these cases, the 
measured wind speed is, on average, less than its predicted 
value for higher wind speeds. Hence, consistent with the 
field observations, the effect on wave amplitude due to 
changes in current direction are large whereas those due 
to water height changes are small. 

10. Time dependence of the maximum 
deviation 

The time dependence of the difference between the fitted 
WRF estimation of the wind speed and the measured wind 
speed was investigated following a similar approach to that 
used to examine the time dependence of the actual wind 
speed less the 29-day running average wind speed described 
in Section 6.  

1. Each 30-min period with wind from the south and when 
the tide was incoming was selected and the maximum 
deviation calculated, as outlined above.  

2. Each 30-min record where the tide was incoming was 
marked. This was the ‘reference set’ of times.  

3. To examine the wind record N hours later, every 30-min 
wind record that was N hours later than the reference set 
was selected and the maximum deviation for that set of 
wind events was calculated and recorded. Hence, if N 
was 12 h, then instead of looking at times when the tide 

Table 1. Fitted parameter errors and coefficient of determination (R2) of the quadratic fit y Ax Bx C= + +2 to the data in  Fig. 13.         

A B C Maximum deviation R2   

Outgoing tide – panel a  −0.0052 ± 0.004  1.08 ± 0.05  0.30 ± 0.2  0.47 ± 1.0 0.78 

Incoming tide – panel b  0.01 ± 0.003  0.95 ± 0.04  0.43 ± 0.1  1.58 ± 0.8 0.86 

Low tide – panel c  −0.008 ± 0.004  1.12 ± 0.05  0.14 ± 0.18  0.214 ± 1 0.79 

The ‘Maximum deviation’ is the computed value from the fitted model less the value of y = x at x = 13.5 m s–1.  
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was incoming, it would now be looking at times when the 
tide was outgoing.  

4. This process was repeated for all times in the scan time, 
and the maximum deviation was recorded. 

The outcome of this analysis for a period of 42.333 days 
is shown in Fig. 14 and should be compared to Fig. 10. 
It clearly reflects the tides in Shark Bay. The diurnal and 
semi-diurnal components are apparent, and the modulation 
giving rise to neap and spring tides is evident. The spectral 
analysis of this data is shown by its power spectrum in  
Fig. 15. This clearly shows that the diurnal and semi- 
diurnal components have been resolved into two 
components. 

Comparing the time series data in Fig. 10, which sub-
tracted the 29-day running average from the wind record, 
with the time series data in Fig. 14, which used the WRF 
output to subtract from the wind record, the following 
points are noteworthy:  

1. The low-frequency sloping background has been 
removed. 

2. The semi-diurnal component has been enhanced com-
pared to the diurnal component.  

3. The spring tide and neap tide modulation is apparent in 
both figures. 

These observations are confirmed by the power spectra of  
Fig. 11 and 15. In addition, Fig. 15 shows:  

1. Reduction in low frequency ‘noise’ components.  
2. Splitting of the diurnal and semi-diurnal components.  
3. The identification of these four tidal components with 

known tidal components. 

The periods and amplitudes of the first four components are 
shown in Table 2. These can be identified from their periods 
as the two lunar diurnal components O1 (principal lunar 
diurnal) and K1 (declinational lunar diurnal), using their 
Darwin symbols (Simons 2013) and the two semi-diurnal 
components M2 (medium lunar semi-diurnal) and S2 
(medium solar semi-diurnal). The analysis of the tides in 
Shark Bay by Burling et al. (2003) shows that the tide at 
Useless Loop has four components: two with a period of near 
24 h (diurnal components K1 and O1; Simons 2013) and two 
with a period near 12 h (semi-diurnal components M2 and 
S2). Burling et al. (2003) deduced that at Useless Loop, the 
magnitude of the sum of the K1 and O1 amplitudes was ~2.1 
times that of the sum of the M2 and S2 amplitudes. Table 2 
shows that, for this analysis, the ratio of the sum of the 
diurnal amplitudes (K1 and O1) to the sum of the semi- 
diurnal amplitudes (M2 and S2) is 2.3. 

Hence, the WRF has very effectively described wind 
events due to the sea breeze and other geostrophic sources 
and, when subtracted from the wind record at Shark Bay 
airport, the difference reproduces the tidal movements, 
showing all major components and modulations. 

11. Conclusion 

We demonstrated that the wind record from the Shark Bay 
Airport clearly shows the modulation of the wind speed by 
the tidal current. The effect of the tidal currents is written 
into the wind record with such fidelity that it is possible, 
with the assistance of the WRF, to extract not only the spring 
and neap tide modulations but all four major tidal compo-
nents with the correct periods and amplitudes. The devia-
tion of the WRF from the measured values occurs at wind 
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speeds associated with changes to the observed sea state, as 
shown in Fig. 12. This can be interpreted as the point at 
which the wave steepness, the ratio of the wave height to 
wavelength, becomes so large that the wave starts to lose 
cohesion, producing the characteristic ‘white caps’. The 
increased dissipation involved will increase the roughness 
length and so reduce the wind speed recorded at 10 m. Wave 
height and steepness is increased if the wave is travelling in 
the opposite direction to the water current, hence the 
increased dissipation with the consequential reduction in 
wind speed will be greater when the waves are travelling 
in the direction opposite to the tidal current and so the wind 
speed will be less than the average for that time of day. 
By this mechanism, the deviation of the wind speed from the 
WRF predictions (and 29-day running average) is correlated 
with the tides. This conclusion points to the need to include 
water currents and a full dynamical description of the sea 
surface for models predicting wind over the surface of 
water, particularly when the currents and winds are strong. 
In the evolving circumstance where climate change is pre-
dicted to increase high wind events, these more complete 
models will be of increasing value. 

Supplementary material 

Supplementary material is available online. 
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