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Summary 

The method of maximum likelihood has been used to fit a truncated type 
III (Gamma) distribution to daily rainfall data for Sydney over the period 1859-1952. 
An approximate test of the hypothesis that there is a singularity at the origin is suggested. 
This test is based on a comparison of the expected frequency in the truncated part, 
when the observed frequency in this part is taken into account in the fit, with the 
expected frequency when these observations are neglected. For Sydney the test shows 
that there is no evidence in the rainfall data for a singularity at the origin. 

1. INTRODUCTION 

This paper discusses a problem of curve fitting which arose in testing the 
hypothesis proposed by Bowen (1953) concerning daily rainfall data. The 
hypothesis advanced is that meteoritic dust is an important factor in stimulating 
rainfall. 

An analysis of the data to test this hypothesis is presented by Hannan 
simultaneously with this paper (Hannan 1955). In connexion with this, it is 
of interest to fit a frequency distribution to the daily rainfall data in order to 
judge the effect of departure from normality in the distribution of daily rainfall 
on the test of Bowen's hypothesis. 

The rainfall figures (Sydney 1859-1952) which constitute the data for the 
curve fitting refer to a period of 22 days from October 17 to November 7 for 
94 years. The reason for choosing the period between October and November 
was the small seasonal variation during this period; a period of 22 days was 
taken so that the total observations might exceed 2000. In fact there are 2068 
observations. The shape of the distribution of rainfall suggests that a type III 
probability distribution of the form: 

might provide a good fit. There are, however, a large number of zero observa­
tions. This makes it impossible to apply the ordinary maximum likelihood 
equations which involve the sum of logarithms of the observations. We have 
therefore modified the ordinary method by truncating the curve, and applying 
a modified maximum likelihood method which takes account of the number of 
observations in the truncated part. The resulting theory and the calculations 
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for the particular example are given in Section II. A very good fit is obtained 
as judged by the X2 test, and, in particular, there is a close agreement between 
the expected and observed numbers in the truncated part. 

One might, at first sight, have suspected that such a good fit would not 
have been found and that the best way to fit observations of this kind would be 
to fit a mixed probability distribution which had a non-zero concentration at 
zero, and a continuous distribution for values not equal to zero. This is clearly 
not so in the present case, but a method is suggested for testing such an alter­
native. To do this we fit a truncated type III curve to the observations, 
ignoring the numbers in the truncated part, and compare the observed numbers 
in the truncated part with the numbers expected from the fitted curve. As an 
illustration of this method this is done in Section III. 

In this connexion it is worth mentioning work done previously in this 
direction. Cohen (1950) uses the method of moments to develop formulas for 
testing [J., (5, iX3' the population mean, standard deviation, and the third standard 
moment respectively from a singly truncated sample when the popUlation is 
distributed according to Pearson's type III function. Des Raj (1953) discusses 
the theory of estimation for the same population parameters as Cohen for a 
type III curve from both singly and doubly truncated samples. He obtains 
estimating equations by the method of moments and has also shown that they 
can be obtained by the method of maximum likelihood. 

In our present problem we know where the origin of the parent distribution 
is whereas Cohen and Des Raj are trying to estimate it and so are estimating 
three parameters. Here we have two parameters and we have evolved a method 
suitable for our problem which is different from both of theirs. 

II. FITTING OF TRUNCATED CURVE TAKING THE NUMBER OF OBSERVATIONS 
IN THE TRUNCATED PART INTO ACCOUNT 

In this section we first discuss the difficulty that is to be encountered in 
€stimating the parameters on account of zero values. Let Xl' X 2, • •• , X N be a 
random sample of size N from a type III distribution given by 

f(X)=r~:) e-[L"'xX-l. . ............... (1) 

The likelihood of the observations is given by 

Taking the logarithm of (2) we get 

]I," N 
L=ln rp{Xl' x 2 • •• xN}=Nxln [J.-Nln r(x)-[J.2:x i +(x-1) 2: In Xi. 

1 i~l 

.................... (3) 
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Thus for estimating the parameters fL and x we have the following maximum 
likelihood equations: 

x 1 N 
--- ~ xi=O, 
fL N i=1 

( 4) 

......... (5) 

Now in practice the fact that we measure the Xi to the nearest rounded-off 
unit on some scale means that in many cases there will be zero values of Xi' 

and in fact in the case of the daily rainfall there are a large number of zero 
values. When this happens equation (5) cannot be used. 

To avoid this difficulty we choose a small interval (0, a) and truncate the 
distribution at a. We ignore the actual values of Xi less than a, but use the 
fact that we know their total number. Thus if n be the number of observations· 
falling in (0, a), the rest N -n=m of the observations will all be greater than a .. 

The likelihood function in this case is given by 

( )_ ---.0_ .. exp(-lIx)xx·-ldx(_fL (N) nx (JIl jn mx 
cp Xu ... , xm - \n {I'(x)}n/ 0 . r .1 {-r(x)}m 

m m 1 
xexp (-fL~Xi) IT x~-, .................. (6) 

1. i=1 

where Xl' X 2, . •. , xm:> a. From this we get 

m m 
-fL ~ Xi +(x-l) ~ In Xi' (7) 

i=l i=1 

Now when a-+o 

and substituting this value in (7) we get 

(N) m m L=ln n +Nx In fL-N In I'(x) +nx In a-n In x-fLi~l xi+(x-l) i~lln Xi" 

.................... (8) 

The maximum likelihood equations are consequently given by 

1 aL x 1 m 

N- 5"" =--u ~ xi=O, .................................... (9) 
UfL fL .H i=1 
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For some values of x. and [L the approximation resulting from replacing 

may not be good enough and then the solution of the equations is a little more 
laborious. • 

It is also easy to show that in most cases the loss of information arising 
because we do not have exact values Xi and consequently have to use (6) instead \ 
of (2), is quite small. 

As a numerical example we give in Table 1 Sydney rainfall values for 
:2068 days. 

TABLE 1 

FREQUENCIES AS PHEDICTED BY THE FITTED CUltVE 
------

Class I 

I 

io ]<1) 
i ]<iP E 

Interval I I 
I 

-------- :-----1 
0-6 

I 
1631 I 1638·6 I (1614' 0) 

6-10 I 116 I 106·0 ' 103·6 
11-15 I 67 62·0 62·2 

I 16-20 
I 

42 43·6 43·6 
21-25 27 32·2 32·9 
26-30 26 26·0 26·0 
31-35 l!) 20·7 21·1 
36-40 14 17·2 17·5 
41-45 12 14·3 14·6 
46-50 18 12·2 12·5 
61-60 18 19·6 20·2 
61-70 13 14·7 16·4 
71-80 13 11·6 12·0 
81-90 8 8·9 9·6 
91-100 8 7·2 7·6 

101-125 16 12·2 13·6 
126-160 7 7·2 8·3 
150-426 14 13·2 15·7 

N ow for estimating [L and x. from equations (9) and (10) we take () =5 
ilJnd consequently we have n=1631, 

Tn 'in 

~ x j =16891 ~ In x i =1373 ,117. 
i~l i~l 

Substituting these values in (9) and (10) we find that equation (9) reduces to 
!L =0 ·1224x. and equation (10) reduces to 

~ In~~x.) -In x. _ 0 ·2114 +0 ·1703 =0. 
dx x. 

Solving these equations we get x. =0 '105, [L =0 . 013 correct to three places of 
decimals. 
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Now for these values of fL, x, and 3 we have 

The calculation of the expected frequencies for testing the goodness of fit is: 
shown in the table. Since the x.2 test is 'used for testing goodness of fit, the 
observations are grouped into classes so that the expected frequency in any 
class is not less than 5. To calculate the expected frequencies we use tables 
of the incomplete r-function (Pearson 1922) making a double linear inter­
polation, which is sufficiently accurate for our purpose. 

The results are shown in Table 1. The first column gives the class interval, 
the column headed fo gives the corresponding observed class frequencies. The 
column headed f<J) gives the expected frequencies. Thus for 15 degrees of 
freedom the total x.2 is found to be 7 '8, which shows that the fit is an extremely 
good one. 

III. FITTING OF TRUNCA'l'ED CURVE IGNORING THE OBSERVATIONS IN 

THE TRUNCATED PART 

Here we fit a truncated type III curve to the observations which are all 
greater than 3 and ignore all observations which are less than 3. The probability. 
density in this case is given by 

The logarithm of the likelihood function is given by 

m m 
L=]n cp(''Cll ... , Xm) =mx In fL-m In r(x) -mG(fL,x) -fL ~ Xi +(x-1) ~ In Xi~ 

where 

From (11) we obtain UlC following likelihood equations: 

1 oL_x oG ~Xi_O m ofL -iL - OfL -rn:-- , 

i~l i~l 

(11 ) 

( 12) 

( 13) 

For these equations 3, ~Xi' and ~ In Xi have the same values as before and' 
m=437. Equations (12) and (13) are generally too complicated to be solved. 
But we can, however, find approximate solutions and then improve these 
solutions to any desired degree of accuracy. Thus if fL=fLo and x=Xo are an: 
approximate solution for the equations (12) and (13) a better approximate-
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solution is obtained by taking [L=[Lo+o[Lm x=Xo+oxo, where O[Lo, oXo are given c 

by the following equations: 

( 14) 

( 15) 

In this particular example we took x=O ·10 and [L=0·01 as the approximate 
solution for equations (12) and (13): then with the help of equations (14) 
and (15) we found x=0·105 and [L=0·012 correct to three places of decimal. 
The Newton-Gregory formula was used for numerical differentiation in calculating 
the oGjo[L, o2GlofL2, oGlox, o2Glox2, and o2GlofLox, etc., which occur in the solu­
tions of equations (14) and (15). In this case, the approximation previously 
given for the integral in G is not sufficiently accurate. The expected frequencies 
are given in Table 1 in the column headed!);). The fit of the observed frequencies 
to the expected values, ignoring the interval (0, 0) gives a /2 =8·47 which 
shows that the fit is a good one. 

The expected frequency in the interval (0, 0) as predicted by this fitted 
distribution is 1614. To t~st whether this is significantly different from the 
observed frequency in this interval we use the following statistic: 

E- N1-Np 
- VNpq+V(Np)' 

where Nl stands for the number observed in the range (0, 0), N stands for the 
number of observations in the whole sample, and p is the probability of an. 
observation falling in the range (0, 0) given by 

p =f~:)f: e-fLxxx-1dx. 

NDW according to our notation In (1 -p) =G( fL, x), 

-dp oG oG 
1 ~p= ofL d[L + ox dx, 

V(p) (OG)2 (OG)2 (OG) (OG) (1-p)2= ofL V(fL)+ ox V(x)+2 ofL ox cov (fLx). 

For finding variance and covariances of fL and x we have 

( 
v(fL) cov (fLx) ) = (-E(~~) -E( o~;x) )-1 

( o2L ) (02L) , cov ([LX) v(x) -E o[Lox -E ox2 

( 

(2179·4)m 

(-87 ·2)m 

(-87 ·2)m )-~ 

(14·3)m 
( 

0.C:::06 -0.~37) 

-.0·0037 0·0924 ' 
m m 



304 

from 'which we get 

S. C. DAB 

V(p)=0·477 =0.0011. 
m 

Thus we find t =0·24 which gives no evidence of a concentration of probability 
at zero. 

The distribution of mean rainfall based on 94 years from this type III 
population is given by 

1(:i) 
(nr,,)nx - _ (1· ]28)9·870 -_ 
-=,'-~~e-nfLx xnx-1 ~ __ ~~_e-1-12Sx :is-s,o 
r(nx) r(9·870) 

It corresponds approximately to a 1.2 distribution with 10 d.f. with skewness 

t fL~ =0 ·318. 
(J 

Thus the distribution of the mean of 94 observations is far from normal and a 
test of significance of such a mean, based on a normal distribution, may be quite 
misleading. 
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