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Abstract. The Australian Community Climate and Earth System Simulator (ACCESS) has been extended to include

land and ocean carbon cycle components to form an Earth SystemModel (ESM). The current version, ACCESS-ESM1.5,
has been mainly developed to enable Australia to participate in the Coupled Model Intercomparison Project Phase 6
(CMIP6) with an ESM version. Here we describe the model components and changes to the previous version, ACCESS-

ESM1.We use the 500-year pre-industrial control run to highlight the stability of the physical climate and the carbon cycle.
The long spin-up, negligible drift in temperature and small pre-industrial net carbon fluxes (0.02 and 0.08 PgC year�1 for
land and ocean respectively) highlight the suitability of ACCESS-ESM1.5 to explore modes of variability in the climate
system and coupling to the carbon cycle. The physical climate and carbon cycle for the present day have been evaluated

using the CMIP6 historical simulation by comparing against observations and ACCESS-ESM1. Although there is
generally little change in the climate simulation from the earlier model, many aspects of the carbon simulation are
improved. An assessment of the climate response to CO2 forcing indicates that ACCESS-ESM1.5 has an equilibrium

climate sensitivity of 3.878C.
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1 Introduction

The World Climate Research Programme’s Working Group on
Coupled Modelling oversees a comparison of global climate

models, the Coupled Model Intercomparison Project (CMIP,
https://www.wcrp-climate.org/wgcm-cmip). CMIP has had a
number of phases and provided significant input to the Inter-

governmental Panel on Climate Change (IPCC) assessments.
The latest phase, CMIP6, is currently underway and an overview
of the project is described by Eyring et al. (2016). CMIP6

comprises core experiments that all models are expected to
perform, and over 20 CMIP-endorsed Model Intercomparison
Projects (MIPs) that modelling groups can choose to participate

in depending on their expertise, interest and resources.
The Australian Community Climate and Earth System Sim-

ulator (ACCESS) is participating in CMIP6 using two different
model versions, ACCESS-ESM1.5 and ACCESS-CM2.

ACCESS-ESM1.5 includes an interactive carbon cycle but
ACCESS-CM2 does not. ACCESS-CM2 uses more recent
configurations of its atmosphere and land model components

and is run with higher vertical resolution. This paper describes
the ACCESS-ESM1.5 model and ACCESS-CM2 is described
by Bi et al. (2020).

The first ESM version of ACCESS, ACCESS-ESM1, is
based on the climate model version ACCESS1.4, which in turn
is an updated version of ACCESS1.3 that was submitted to

CMIP5 (Bi et al. 2013). ACCESS-ESM1 is described in detail in
Law et al. (2017) with an appendix documenting the differences
between ACCESS1.4 and ACCESS1.3. ACCESS-ESM1 was

evaluated over the historical period in Ziehn et al. (2017) using
CMIP5 forcing data. ACCESS-ESM1.5 is an updated version of
ACCESS-ESM1, which aims to address some of the perfor-

mance limitations of the earlier version and to provide additional
functionality. The model description presented here documents
the changes to the model relative to ACCESS-ESM1; these

changes are almost all related to the carbon components.
The ACCESS-ESM1.5 submission to CMIP6 will include

the core experiments (Diagnostic, Evaluation and Characteriza-
tion of Klima (DECK) and historical; Eyring et al. 2016) plus

those required for Tier 1 participation in the ScenarioMIP
(O’Neill et al. 2016), the Coupled Climate-Carbon Cycle MIP
(C4MIP) (Jones et al. 2016), the Carbon Dioxide Removal MIP

(CDRMIP) (Keller et al. 2018), the Zero Emissions Commit-
ment MIP (ZECMIP) (Jones et al. 2019), the Radiative Forcing
MIP (RFMIP) (Pincus et al. 2016) and the Paleoclimate

CSIRO PUBLISHING

Journal of Southern Hemisphere Earth Systems Science, 2020, 70, 193–214

https://doi.org/10.1071/ES19035

Journal compilation � BoM 2020 Open Access CC BY-NC-ND www.publish.csiro.au/journals/es

https://www.wcrp-climate.org/wgcm-cmip
http://creativecommons.org/licenses/by-nc-nd/4.0/


Modelling Intercomparison Project (PMIP) (Kageyama et al.

2018). Tier 2 experiments will be completed where resources

allow, with C4MIP Tier 2 experiments being a priority. Most
experiments are ‘concentration-driven’ where atmospheric CO2

is prescribed, but since ACCESS-ESM1.5 is able to run with an

interactive carbon cycle, a number of ‘emissions-driven’ runs
are also part of the protocol, including for the pre-industrial
control and the historical period. This papermainly describes the

model spin-up and the pre-industrial control (piControl) simu-
lation with prescribed atmospheric CO2. It also provides a basic
evaluation of the model behaviour over the historical period

compared to observations and relative to the earlier model
version (ACCESS-ESM1).

2 Model description

The model description addresses each model component to

highlight the changes relative to the previous version ACCESS-
ESM1. Fig. 1 provides a schematic overview of the model
components, and their relationship to previous versions,

including the ACCESS1.3 version that was used for CMIP5
(Bi et al. 2013).

2.1 Atmosphere

The atmospheric component of ACCESS-ESM1.5 is the UK
Met Office Unified Model (UM) (Martin et al. 2010; The

HadGEM2 Development Team et al. 2011) (v7.3) with a con-
figuration that is similar to ‘GA1’ (Hewitt et al. 2011). This is
the same atmosphere configuration as ACCESS1.4 (as used in

ACCESS-ESM1). The small differences between ACCESS1.4
and ACCESS1.3 are documented in the appendix of Law et al.

(2017). The resolution of the atmospheric component is 1.8758
longitude by 1.258 latitude with 38 vertical levels, extending
from the surface to 40 km.

There is only one substantive change to the configuration of
the atmosphere between ACCESS-ESM1 and ACCESS-
ESM1.5 and it is only relevant when interactive CO2 is used,

i.e. for emissions-driven simulations. As reported in section 5 of
Corbin and Law (2011), the treatment of the top level of the
model as a fixed lid impacts the time evolution of atmospheric

tracers at the top of the model in ways that are sensitive to the
tracer distribution. The solution tested by Corbin and Law
(2011) is to force the top model level to the same mixing ratio
as the level below. This solution has been implemented for

ACCESS-ESM1.5 as part of the existing CO2 mass fixer
calculation.

2.2 Land

The land surface model in ACCESS is the Community
Atmosphere Biosphere Land Exchange (CABLE) model
(Kowalczyk et al. 2006, 2013) with biogeochemistry imple-

mented using the CASA-CNP module (Wang et al. 2010).
CASA-CNP is based on the Carnegie–Ames–Stanford
Approach (CASA) carbon (C) cycle model (Fung et al. 2005)

with added nitrogen (N) and phosphorus (P) cycles. This is
directly coupled into the UM, replacing relevant parts of the
functionality of the UM’s own land surface scheme. As noted
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Fig. 1 Schematic representation of ACCESS model components and the relationship between different ACCESS versions. Details of model

components can be found in Martin et al. (2010), The HadGEM2 Development Team et al. (2011), Hewitt et al. (2011), Kowalczyk et al. (2013),

Hunke and Lipscomb (2010), Griffies (2009), Wang et al. (2010) and Oke et al. (2013).
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in Section 2.2.4, this implementation uses CABLE code

located in theUM repository, which is consistent with CABLE-
2.4 (https://trac.nci.org.au/trac/cable/browser/tags/CABLE-
2.4-ACCESS-ESM1.5). CABLE runs for multiple tiles in each

grid-cell, with the tiles comprising vegetated and non-
vegetated surfaces. In the CABLE configuration used here,
we use 10 vegetated types (evergreen needleleaf forest, ever-

green broadleaf forest, deciduous needleleaf forest, deciduous
broadleaf forest, shrub, C3 grass, C4 grass, tundra, crop and
wetlands) and three non-vegetated types (lake, ice, and bare

ground). Apart from wetlands, these are the same types as used
in ACCESS-ESM1.

The pre-industrial (year 1850) vegetation fractions are the
same as used for ACCESS-ESM1 (Law et al. 2017), originally

adapted from distributions developed for theNational Center for
Atmospheric Research (NCAR) model by Lawrence et al.

(2012). Pre-industrial vegetation fractions for groups of vegeta-

tion types are shown in Fig. 2. The largest tree fractions (Fig. 2a)
are in the tropics (mostly broadleaf evergreen) and in the
northern mid-high latitudes (mostly needleleaf evergreen).

Grass and shrub types (Fig. 2c) are widespread except in desert
regions and densely forested regions. The pre-industrial crop
distribution (Fig. 2e) is focused on Europe, India and China. In
CABLE, vegetated tiles account for both flux exchange within

the canopy and with the ground under the canopy (Kowalczyk

et al. 2016, Section 2.2). Consequently, CABLE does not

require a separate bare-ground tile in grid-cells with vegetation,
and bare ground (Fig. 2g) is primarily seen in desert, high
altitude and high latitude regions. CABLE uses a leaf area index

(LAI) threshold of 0.01 to determine if canopy processes are
simulated and this condition encompasses non-vegetated tiles.
Without a canopy, the formulation for turbulent fluxes reverts to

a bulk aerodynamic approach where the exchange coefficients
are determined by Monin–Obukhov Similarity Theory and the
surface properties. For permanent ice, we do not allow a

fractional amount; relevant grid-cells must be all permanent
ice, effectively restricting these grid-cells to Greenland and
Antarctica. In CABLE, snow on permanent ice has different
characteristics than snow on other surfaces with consequences

for the calculation of albedo.
CABLE with CASA-CNP can be run with or without nitro-

gen and phosphorus limitation. As for our reported simulations

with ACCESS-ESM1 (Law et al. 2017; Ziehn et al. 2017), here
we run ACCESS-ESM1.5 with both nitrogen and phosphorus
active. We also use a prognostic LAI, which is calculated from

the size of the leaf carbon pool and the specific leaf area. This
also allows for biophysical feedbacks related to surface albedo,
evaporation and transpiration. As in ACCESS-ESM1, phenol-
ogy (i.e. the timing of leaf bud and fall) is prescribed in

ACCESS-ESM1.5.
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Fig. 2 Grid-cell fraction of (a) trees, (c) grass and shrubs, (e) crops and (g) lakes, ice and bare ground for 1850 and

the change in grid-cell fraction between 2015 and 1850 for (b) trees, (d) grass and shrubs, (f) crops and (h) lakes, ice

and bare ground.
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There have been a number of changes to the CABLE code
and configuration for ACCESS-ESM1.5 relative to ACCESS-

ESM1 (Law et al. 2017) which are described in the following.

2.2.1 Land use and land cover change component

ACCESS-ESM1 did not account for land-use change. For

ACCESS-ESM1.5 we have implemented a simple land-use
scheme that accounts for an annual net change in the tile
fractions in each grid-cell. It does not attempt to account for
primary and secondary forest. At the start of each year, the old

and new tile fractions are compared. The carbon from any tile
that is shrinking in area is reallocated to tiles that are growing in
area, with the exception of carbon in the wood pool of trees,

which is harvested. A schematic representation of the scheme is
shown in Fig. 3. The scheme is similar to that used in Zhang et al.
(2013) although the reallocation algorithm has been modified.

Fig. 3 shows that the reallocation of carbon from shrinking to
growing tiles is dependent on the type of pool. In all cases, we
assume that the carbon per unit area is unchanged for tiles that
are shrinking and consequently the carbon lost from a tile is

dependent only on the reduction in area. Thus, the first step
calculates the amount of carbon, for each pool, that is being lost
from tiles that are shrinking:

DC ¼
X

i
ðCpiðt1Þ � ðfiðt1Þ � fiðt2ÞÞÞwhere fiðt1Þ > fiðt2Þ ð1Þ

whereCpi is the carbon per unit area (gCm�2) of the carbon pool
for tile i, f is the tile fraction for tile i, t1 is the previous year, t2 is

the current year and the sum is over all tiles that are decreasing in
tile fraction, fi(t1) . fi(t2). The second step reallocates that

carbon. The simplest case is for the soil pools and labile carbon
(small fraction of soil carbon that is decomposed at time scale of
days). Carbon lost from these pools is kept in the same type of

pool but moved to tiles that are increasing in area. Given a
change in tile fraction, Dfi¼ (fi(t2) � fi(t1)), the redistribution is
dependent on the proportional gain in each tile, Dfi/

P
iDfi and

the original carbon in the pool is also spread over the larger area.

Cpi t2ð Þ ¼ Cpi t1ð Þ � fiðt1Þ þ DC � Dfi=
X

i
Dfi

� �
=fiðt2Þ

where fiðt2Þ > fiðt1Þ
ð2Þ

The carbon lost from the plant pools is dealt with in twoways.
For the leaf and root pools, the lost carbon is combined and
moved into the metabolic and structural litter pools before

being reallocated. The split between metabolic and structural
litter is nitrogen dependent. For the wood pool, carbon lost from
shrubs and tundra is moved to the coarse woody debris litter pool

before reallocation, whereas carbon lost from trees is moved
equally to three wood harvest pools. The wood harvest pools
have different turnover times, t, of 1, 0.1 and 0.01 year�1

designed to broadly represent fuel wood, paper products and
wood products respectively. The decay of these harvest pools is
applied immediately to reduce the carbon in the harvest pool,
Hp, such that Hp(t2)¼Hp(t1) � Hp(t1)(1 – e2t). Although the

reduction to the harvest pool is applied immediately and only
once per year, the decayed carbon is added to the atmosphere as a
constant flux across the whole year. Allowing for the shift of

plant material to litter, the updated carbon pools (per unit area)
for the plant pools follow Eqn 2 except that DC¼ 0, whereas for
litter pools DC is incremented by the additional carbon derived

from the plant pools.
When CASA-CNP is being run with nutrient limitation, the

nitrogen and phosphorus pools are treated in a similar manner to
the equivalent carbon pools. The additional nitrogen (inorganic)

and phosphorus pools (labile, sorbed and strongly sorbed)
follow the reallocation used for soil pools. Finally, prognostic
variables that are carried on tiles such as soil temperature, need

to be updated to account for the change in tile fractions each
year. This is done to maintain conservation, ensuring no change
to the grid-cell average value.

The annual change in vegetation tile fractions is derived from
the Land-Use Harmonisation 2 (LUH2) dataset (Hurtt et al.
2017, https://luh.umd.edu/) and is applied relative to the pre-

industrial vegetation distribution. There are 12 different land-
use types in LUH2, and these 12 land-use types for each land
cell are mapped into CABLE plant functional types (PFTs).
To estimate mapping functions for each land cell, we use

the CABLE PFT fractions calculated from the International
Geosphere–Biosphere Programme (IGBP) vegetation types for
1850 and 1990 (or IGBP-CABLE PFT fractions), and minimise

the differences between the CABLE PFT fractions calculated
using the LUH2 data and mapping function and IGBP-CABLE
PFT fractions for 1850 and 1990 for each land cell. Because we

continue to use the same 1850 vegetation fractions as in the
previous ESM version (ACCESS-ESM1) in our spin-up and
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control run, we apply all changes based on the 12 LUH2 land-
use types from 1850 to 2100 relative to our 1850 vegetation
fractions. The change in tile fraction across the historical period

is shown in the right column of Fig. 2. Tree loss is mostly in
South America, the Maritime Continent and the Eastern USA
(Fig. 2b) but there is an increase in tree cover in parts of Eurasia.
The lost tree cover is replaced by grass and crops, but most of the

increase in crop area (Fig. 2f) is accounted for by a reduction in
grass (Fig. 2d).

2.2.2 Prognostic LAI and plant productivity

The prognostic LAI in ACCESS-ESM1 was significantly
higher at the global scale than observations suggested (1.7 vs 1.4
for 1986–2005, see Ziehn et al. (2017)). This was mainly due to

an overestimation of LAI in the northern hemisphere (NH)
(evergreen needleleaf forest and tundra at the PFT level).
However, the model underestimated LAI in the tropics, also

by a significant amount (1.5 vs 2.3 for 1986–2005).
The LAI and plant productivity (i.e. gross primary produc-

tion (GPP)) are closely interlinked and we therefore adjusted
two parameters in CABLE (one PFT specific parameter and one

global parameter) to be closer to observation-based estimates of
LAI and GPP. The parameter tuning was performed within a
pre-industrial control set up. In order to align this with available

observation-based estimates, we assumed that pre-industrial
values are about 20% lower than present-day values for LAI
andGPP. The estimate of a 20% increase in LAI andGPP during

the historical period is supported by results from ACCESS-
ESM1 as shown in Ziehn et al. (2017).

The global parameter we changed, cfrd3, is a photosynthetic
constant and related to the daytime leaf respiration rate. By

decreasing cfrd3 from initially 0.015 to 0.01, we reduced leaf
respiration and increased productivity at the same time. The
parameter we chose to change at the PFT level is shown in

Table 1 and is used in the parametrisation for the maximum
carboxylation rate (vcmax) (Wang andLeuning 1998;Wang et al.
2011). A simplified version of this linear relationship for each

PFT can be written as where nintercept and nslope are the
intercept and slope for the nitrogen use efficiency and ncleaf is
the leaf nitrogen content. We only change nslope and keep

nintercept fixed.

The largest changes were applied to the PFT dependent
parameter for vegetation types: evergreen needle leaf forest
(reduced by about 50%), shrub (reduced by more than 50%), C4

grass (increased by 150%) and tundra (reduced by more than
80%).As intended, the largest changes inmeanLAI are for those
vegetation types with the largest changes in parameter (also
shown in Table 1). The amplitude of the seasonal cycle in LAI

tends to follow the change in the mean value such that a
reduction in mean LAI also results in a reduction in seasonal
amplitude and vice versa.

2.2.3 Land carbon conservation

ACCESS-ESM1 did not conserve land carbon for all grid-
cells; differences in the net ecosystem exchange (NEE) were

substantially larger than changes in total carbon stocks over the
same time period for a small number of vegetated tiles. Overall
about 15% of tiles were impacted to some extent (Law et al.

2017). We identified several factors that contributed to the
carbon conservation issues:

1. For grid-cells under severe water limitation net primary
production (NPP) would become (unrealistically) negative.
Although plant productivity would be zero under these
conditions, leaf respiration occurred due to a minimum

LAI set for each PFT.
2. The biogeochemistry component, CASA-CNP, calculates

autotrophic (plant) and heterotrophic (soil) respiration at a

daily (end of day) time-scale. However, GPP and leaf
respiration are calculated hourly, which led to an inconsis-
tency in the calculation of the carbon fluxes including NEE.

We therefore output only daily carbon fluxes in ACCESS-
ESM1.5.

3. Initialisation of the carbon fluxeswas incomplete (i.e. missing

forNPP) inACCESS-ESM1.BecauseCASA-CNP is only run
at the end of the day, carbon fluxes need to be initialised at
each restart to ensure correct values for the first day.

4. Respiration from the labile carbon pool was not included in

the calculation of the net carbon flux.

All these issues have been corrected in ACCESS-ESM1.5
and changes in total carbon stocks are now consistent with NEE,
which means land carbon is now conserved.

Table 1. Parameter value by vegetation type of slope for nitrogen use efficiency (nslope), for ACCESS-ESM1 and ACCESS-ESM1.5 and the

resulting mean LAI for a 20-year period of the control runs of both models. The change in seasonal cycle is given as the relative amplitude

Vegetation type nslope Mean LAI Relative amplitude

ESM1 ESM1.5 ESM1 ESM1.5 ESM1.5/ESM1

Evergreen needleleaf forest 18.2 9.0 3.4 1.7 0.4

Evergreen broadleaf forest 26.2 28.0 2.7 3.1 0.7

Deciduous needleleaf forest 18.2 12.0 1.0 0.8 0.7

Deciduous broadleaf forest 29.8 40.0 1.3 1.7 1.3

Shrub 23.2 10.0 0.6 0.4 0.5

C3 grass 41.0 25.0 1.4 1.2 0.7

C4 crop 8.0 20.0 0.2 1.1 5.7

Tundra 23.2 4.0 1.6 0.7 0.4

C3 crop 59.2 45.0 1.8 1.5 0.6
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2.2.4 Other CABLE changes and improvements

Wetland tiles in ACCESS-ESM1 were not included in the
biogeochemistry calculation (CASA-CNP) meaning that all

carbon fluxes for these tiles were set to zero. This has been
corrected andwetland tiles are now included in the biogeochem-
istry calculation, although their contribution is small due to the

small tile fractions occupied by wetlands. Methane emissions
from wetlands as well as other non-CO2 greenhouse gases are
not included in the land surface model.

ACCESS-ESM1 used a spin-up condition to maintain a
minimum nitrogen level in the nitrogen inorganic soil mineral
pool and a minimum phosphorus level in the phosphorus soil
labile pool. This was necessary to ensure that during the initial

spin-up phase the model does not run out of nutrients. This spin-
up condition should have been removed towards the end of the
spin-up. However, in ACCESS-ESM1 it was active for all

subsequent simulations as well. The impact this had on
ACCESS-ESM1 simulations appears to be small based on an
initial assessment. In ACCESS-ESM1.5 this condition has been

removed from the code in the early spin-up phase and all
simulations including the control run have been completed
without the spin-up condition.

The land surface model code has been moved into the UM
code repository and is now compiled and built together with the
UM in one step. Previously, the land surface model was built
separately and then linked as a library when the UM was

compiled and built. This does not impact on themodel behaviour
but ensures that the land surfacemodel and theUMare built with
the same compiler options and libraries.

2.3 Ocean, sea-ice and coupling

The ocean component of ESM1.5 is the National Oceanic and
Atmospheric Administration (NOAA)/Geophysical Fluid
Dynamics Laboratory (GFDL) Modular Ocean Model (MOM),

version 5 (Griffies 2012) (https://github.com/COSIMA/
ACCESSESM1.5-MOM5). MOM5 is updated from MOM4p1
(Griffies 2009) used in ACCESS-ESM1. Otherwise, the set up

and implementation of the ocean is the same as ACCESS-ESM1
(Law et al. 2017). In summary, the ocean horizontal grid is
360� 300 cells with a nominal 18 resolution. Latitudinal reso-
lution is higher near the equator (0.338) and over the Southern
Ocean (,0.48 at 708S). The vertical ocean grid has 50 levels, top
levels are nominally 10–200m thick. The maximum depth is
6000m where resolution is ,300m. ACCESS-ESM1.5

experiments are Boussinesq (volume conserving) with a free
surface and ‘z-star’ vertical coordinates which modify layer
thicknesses throughout the water column according to changes

in surface height. A K-profile parameterisation is used to cal-
culate vertical mixing and the surface mixed layer, which is
enhanced in ACCESS-ESM1.5 by the implementation of a

Langmuir mixing scheme from Li et al. (2017) which deepens
mixed layers.

The ACCESS-ESM1.5 sea-ice component is CICE4.1

(Hunke and Lipscomb 2010) and is unchanged from the imple-
mentation inACCESS-ESM1orACCESS1.3 (Bi et al. 2013). In
brief, the sea-ice model is on the same horizontal grid as the
ocean, with five thickness classes. Tuning of the sea-icemodel is

described by Uotila et al. (2012). Surface forcing of CICE is
calculated by the UM atmospheric boundary layer scheme,

which calculates surface temperatures. One minor change from
ACCESS-ESM1 is that ice formation and melt are passed
separately through the coupler so that they are available for

diagnostic purposes.
As for ACCESS-ESM1, the coupler for ACCESS-ESM1.5 is

OASIS-MCT (Craig et al. 2017). The inclusion of OASIS-MCT

subroutines into the code led to a re-ordering of some of the
subroutine calls that set up the links between the atmosphere–ice
and ice–ocean–ice coupling, as the ice model acts as a common
medium between the atmosphere and ocean models. In

ACCESS1.3 the ocean lagged 3 h (a full coupling time step)
behind the atmosphere but the transition to ACCESS1.4 using
OASIS-MCT unintentionally resulted in the ocean being two

coupling time steps behind (6 h). It has only recently been
identified that the ACCESS-ESM versions have inherited this
coupling lag. Since the top 10-m layer of the ocean is too deep to

resolve the diurnal cycle, there has been no discernible impact
on daily or longer time-scale ocean variables from the CMIP6
simulations. The increased lag has led to higher levels of noise in
some of the sea-ice fluxes, particularly near the ice edge and

problems with sea-ice time derivative diagnostic terms, due to a
missing initialisation. Consequently, any diagnostics that appear
to be affected will not be submitted to CMIP6. It is unlikely that

there is any impact on the results presented in this paper, since all
analysis is at monthly or longer timescales.

2.3.1 Ocean biogeochemistry

The ocean carbon cycle in ACCESS-ESM1.5 is modelled
usingWOMBAT (Whole OceanModel of Biogeochemistry And

Trophic-dynamics), which is described briefly here with further
details in Oke et al. (2013) and Law et al. (2017). WOMBAT in
ACCESS-ESM1.5 is updated to reduce bias in the carbon flux and
improve the correlation of simulated nutrient and productivity

fields to observations. WOMBAT is based on a NPZD cycle
(nutrient–phytoplankton–zooplankton–detritus), with an added
limitation frombioavailable iron. Phosphate is themajor nutrient,

and there is a single class of both phytoplankton and zooplankton.
Carbon and oxygen cycles are coupled to the nutrient cycle via the
assumed stoichiometric ratio 1:16:106:172 (P:N:C:O2). Both

carbon and oxygen exchangewith the atmosphere, based onwind
speed squared exchange coefficients (Wanninkhof 1992). Two
carbon tracers are run simultaneously: one carbon tracer
exchanges with atmospheric CO2 determined by the experiment,

and the second exchanges with the pre-industrial atmospheric
CO2 value of 284 ppm. Two sinking tracers transport biogeo-
chemical components out of the upper ocean: detritus for organic

matter and inorganic carbonates. Biogeochemical tracers are only
allowed to be positive.

Updated ocean biogeochemical (OBGC) parameters are

highlighted in Table 2. Relative to the values used in
ACCESS-ESM1 (Law et al. 2017), background iron and detritus
sinking rates are increased to improve the OBGC state as shown

and discussed in Section 7.3. The parameters related to carbon-
ate production and export to the deep ocean are tuned so that
total inorganic carbon export is ,8% of organic export
(Yamanaka and Tajika 1996).
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3 Experiments

Results presented in the following sections are based mainly on

two experiments from the CMIP6 suite. Firstly, results from the
500-year pre-industrial control demonstrate the stability of the
climate and biogeochemical state. The long spin-up and small
drift make theACCESS-ESM1.5 state suitable to exploremodes

of variability in the climate system and coupling to the carbon
cycle. Secondly, the historical experiment is appropriate to
compare to the climate state observed in recent decades.We also

discuss the climate response to CO2 forcing based on the sim-
ulation with atmospheric CO2 increasing by 1% per year
(1pctCO2) and the simulation where the concentration of

atmospheric CO2 is immediately quadrupled (abrupt-4�CO2).
All experiments are run in concentration driven mode, where

atmospheric CO2 concentrations are prescribed. However, land
and ocean carbon fluxes have been put into passive atmospheric

tracers (Law et al. 2017). These two tracers have no impact on
the model simulations but allow for the atmospheric CO2

distribution to be assessed. For example, the seasonal cycle of
atmospheric CO2 is strongly driven by the seasonality in land

carbon fluxes. Therefore, our simulated seasonality in the
historical experiment can be compared to present-day atmo-
spheric CO2 observations.

Biogeochemistry components for land and ocean are
switched on for all simulations. For the land we run with a
prognostic LAI and nutrient (nitrogen and phosphorus) limita-

tion active. The historical simulation is runwith land-use change
as described in Section 2.2.1.

3.1 Forcing

Forcing data generally follow that provided for CMIP6 experi-
ments but have been re-gridded for ACCESS-ESM1.5 through a
number of different methods.

The majority of forcing files have been adapted from the UK
Met Office setup for CMIP6 because we share the atmospheric
component (UM) for our models. However, there has been a

change in the dynamics scheme between the UMversion used in
ACCESS-ESM1.5 and current Met Office UM configurations
and this has required forcing files to be shifted by half a
horizontal grid-cell. In addition, forcing fields with vertical

definition such as ozone had to be interpolated from higher
vertical resolution (85 levels) to our vertical resolution (38
levels).

Due to the long spin-up required and CMIP6 forcing not
being available at the time, we started to spin up the model with
the CMIP5 total solar irradiance (TSI) which we then also

continued to use in the piControl run. The solar data in CMIP6
is quite different to CMIP5. Therefore, some adjustments had to
be made for the historical and future scenarios. In the piControl

run we used a TSI of 1365.65Wm�2, which is the 1850–1860
solar cycle mean in CMIP5 (Matthes et al. 2017). The CMIP6
recommendation is to use the mean of two solar cycles 1850–
1872, which results in a TSI of 1360.75Wm�2. As the model

uses only the TSI as input (rather than the full spectral variation),
the historical and future scenario simulations used the CMIP6
data with a constant 4.9Wm�2 offset. This matches the control

while giving the correct radiative forcing from the solar changes.
We also used the CMIP5 volcanic forcing (an extended

version of the Sato et al. (1993) data) for our spin-up and

piControl run, which specifies monthly aerosol optical depth
(AOD) values in four equal latitude bands (90–308N, 308N–08,
0–308S and 30–908S). For CMIP6, aerosol optical properties are
available as a function of latitude, height and wavelength.

ACCESS-ESM1.5 cannot make use of those properties, but a
simple AOD at a wavelength of 550 nm is also provided for
CMIP6. We used this data set to derive the AOD over our four

latitude bands over the historical period. According to the
CMIP6 protocol (Eyring et al. 2016) the piControl run should
use the mean background volcanic aerosol during the historical

simulation from 1850 to 2014. For future scenarios, the recom-
mendation is to use the historical mean from 2025 onwards and
to linearly interpolate from2015 to 2025 (O’Neill et al. 2016). In

ACCESS-ESM1.5, we use an AOD of 0.01338 for the piControl
run, whereas the CMIP6 mean is 0.01067. In order to match the
ACCESS-ESM1.5 piControl run, the CMIP6 values were uni-
formly increased by 0.00271.

Table 2. Values of ocean biogeochemical parameters in ACCESS-

ESM1.5. Values marked (*) are modified from ACCESS-ESM1

(Law et al. 2017)

Units ACCESS-ESM1.5

value

Phytoplankton model parameters

Initial slope of P-I curve day�1(Wm�2)�1 0.256

Photosynthetically active

radiation

� 0.43

Maximum growth rate

parameters

day�1, �, C�1 0.27, 1.066, 1.0

Half saturation constant for

N uptake

mmolNm�3 0.7

Half saturation constant for

Fe uptake

mmol Fem�3 0.1

Phytoplankton mortality day�1 0.04 bcT

Quadratic mortality (mmolNm�3)�1

day�1

0.25

Zooplankton model parameters

Assimilation efficiency � 0.925

Maximum grazing rate day�1 1.575

Prey capture rate (mmolNm�3)�1

day�1

1.6

Quadratic mortality (mmolNm�3)�1

day�1

0.34

Excretion day�1 0.01 bcT

Detritus model parameters

Remineralisation rate

(,180m)

day�1 0.048 bcT

Remineralisation rate

($180m)

day�1 0.024 bcT

Sinking velocity m day�1 24.0*

CaCO3 model parameters

Remineralisation rate day�1 0.001714*

Sinking velocity m day�1 6.0*

Inorganic fraction – 0.062*

Iron (Fe) model parameters

Scavenging rate day�1 0.00274

Background mmol Fem�3 0.6*
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ACCESS-ESM1.5 runs with nitrogen and phosphorus limi-
tation on the land. Nitrogen deposition is provided by CMIP6

(Jones et al. 2016) and has been implemented for our simula-
tions. Phosphorus deposition is not provided by CMIP6 and
consequently we use the same phosphorus forcing as ACCESS-

ESM1; the total input of phosphorus to the terrestrial biosphere
in ACCESS-ESM1.5 is described in Wang et al. (2010).

4 Model spin-up

Initial conditions for the spin-up of ACCESS-ESM1.5 were
derived from the end of the ACCESS-ESM1 control run.

Most of the development of the ACCESS-ESM1.5
(described in Section 2) focused on the land scheme and ocean
biogeochemistry with no significant modifications to the physi-

cal climate model. The model was kept running during this
phase and only restarted when developments were incremen-
tally implemented. In this way, the climate state had the

advantage of a long spin-up to approach steady state and reduce
drift. Likewise, parameter tuning of CABLE (as described in
Section 2.2.2) was performed during the first part of the spin-up
and integrations were continued as forcing data (aerosols and

radiative gases) were updated to CMIP6 standards.
In the ocean, only minor changes and bug fixes were applied

to the physicalmodel, themost significant impact came from the

inclusion of Langmuir wind enhancement in the vertical mixing
(Li et al. 2017), which changed the drift in the total ocean
average temperature from �0.018C per century to þ0.018C per

century at the point that it was implemented (not shown). Ocean
biogeochemical fields were reset to observations during the
spin-up to remove biases that had built up since ACCESS-

ESM1.
Overall, in the ocean and land, the physical and biogeochem-

ical states have been integrated forward for over 3000 and 1000
years respectively, the last 600 years of which were in the

finalised ACCESS-ESM1.5 configuration without any further
changes to themodel.We then use the state at the end of the spin-
up run to initialise the piControl run.

5 Climate and carbon cycle stability

We use the 500-year piControl run to assess the stability of the
climate simulation and the equilibration of the carbon cycle.

5.1 Physical climate

Energy should be conserved across the model. It is therefore

useful to compare the top of atmosphere (TOA) radiation budget
with any drift in the model simulated temperature. Fig. 4 illus-
trates the TOA radiation budget, with both the global mean and

hemispheric mean values for the (a) net radiation, (b) outgoing
longwave radiation (OLR) and (c) outgoing shortwave radiation
(OSR). Results are presented as 11-year annual running means.

Global mean net radiation is stable in the piControl experiment
at �0.25Wm�2.

The hemispheric net radiation (positive downwards) values

are of the correct relative order, with the NH value smaller than
the global value and the southern hemisphere (SH) value larger,
but with an overall greater gradient (3.69Wm�2) than that seen
in present-day observations such as CERES satellite based data

(1.30Wm�2) (Loeb et al. 2018). This could be due to a
combination of errors in the simulation of cloud and rain
interactions over the Southern Ocean as well as biases in the

aerosol radiative forcing. We are also comparing the model’s
pre-industrial simulated radiation to present-day CERES data,
which will be different given changes in aerosols and green-

house gases. The size and relative contributions of these pro-
blems to the net radiation requires further analysis. The relative
order of the hemispheric OSR is good, withmean values close to

the global mean. Hemispheric OLR values are also in the correct
relative order, withNHgreater than SH due to the relative size of
the land areas in each hemisphere. However, the simulated NH
to SH OLR gradient is larger than that seen in present-day

observations (3.79m�2 compared to 1.16m�2).
The simulated state of the upper ocean has benefited from the

long spin-up.Drift in sea surface temperature (SST) is negligible

in the piControl (�8.5� 10�58C century�1, Fig. 5a). Time
scales of the deep ocean are thousands of years, so a small drift
is still present in whole ocean temperature (5.3� 10�38C cen-

tury�1, Fig. 5c).
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Fig. 5 Trends in (a) average sea surface temperature (SST), (b) average sea surface salinity (SSS), (c) average total ocean temperature,
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This whole ocean warming trend corresponds to a heat flux
less than 0.02Wm�2 at the TOA so this does not contribute to

the imbalance in TOA net radiation. CABLE contributes about
0.1Wm�2 to the global energy imbalance, but the source of the
remainder is currently unknown.

The SST and global ocean temperature trends are also shown
for the historical experiment; changes in these due to anthropo-
genic forcing are consistent with other ACCESS climate models

(e.g. Marsland et al. 2013). Drift in sea surface salinity (SSS,
7.6� 10�4 psu century�1 in Fig. 5b) ismuch less than variability.
The historical response of SSS is consistent with the responses of
ACCESSmodels inCMIP5 (Marsland et al. 2013).Drift inwhole

ocean salinity is 8.8� 10�4 psu century�1 (Fig. 5d) is more
evident since variability is negligible. The response of the
historical total salinity is consistent with the changes in ocean

volume. The linear trend in global salinity indicates that
ACCESS-ESM1.5 still has the same discrepancy in coupling
water, related to use freshwater mass fluxes in a volume-

conserving model, as discussed in Marsland et al. (2013).
Circulation of the ocean is also stable (Fig. 5e, f). Centennial

scale variability in the Antarctic Circumpolar Current at Drake
Passage is evident and is weakly correlated in the rate of

Antarctic Bottom Water formation (estimated as the minimum
in the overturning cell at 308S). Historical trends are lower in
both these circulation metrics shown; however, further analysis

would be required to clarify how much of this is natural
variability or a forced response.

Trends in sea-ice extent (area with at least 15% cover) are

stable in the control for both hemispheres (Fig. 5g, h). Although
there is clear evidence of a decrease in Arctic sea-ice in the last
decades of the historical experiment, Antarctic sea-ice is still

within the range of decadal variability of the piControl.

5.2 Carbon cycle

The aim of the spin-up is to get the model into equilibrium,
aiming for a mean net-zero flux of carbon to the atmosphere.

During the control run this should remain stable without any
further drifts, although this may be hard to achieve due to long
turnover times in the slow soil carbon pools and the millennium

time-scale of deep ocean circulation. For land carbon, both GPP
and NEE are stable across the piControl run (Fig. 6a, b).

Temporal variability in NEE is driven by variability in GPP

with years of lowerGPP being a carbon source to the atmosphere
while higher GPP leads to a carbon sink. The mean NEE in
ACCESS-ESM1 was about 0.14 PgC year�1 over the last 500

years of the control run. However, at the PFT level, some
vegetation types were still showing relatively large drifts of
opposite signs (Law et al. 2017, Fig. 6a). Solving the issues we
had with the carbon conservation and extending the spin-up for

ACCESS-ESM1.5 has led to a significant improvement in NEE.
The mean NEE for the control run in ACCESS-ESM1.5 is 0.02
PgC year�1 over the 500 years. At the PFT level, all vegetation

types are close to zero (ranging from –0.002 to 0.006 PgC
year�1) with no significant trends.

Over the 500-year control run, total land carbon stocks

decreased by about 12 PgC (Fig. 6c), which is about 0.02 PgC
year�1. This matches the NEE over the same period, indicating

that the issues with the carbon conservation prominent in
ACCESS-ESM1 have been solved. Changes in the total carbon

are dominated by changes in the slowest soil carbon pools (i.e.
passive pool) with a smaller contribution from the plant wood
pool. The plant root pool (not shown) contributes to the

interannual variability in the total land pool size.
Nitrogen stocks are also decreasing slightly in the control run

with a total loss of about 1.5 PgN over 500 years. Again, this is

dominated by changes in the slowest soil nitrogen pools.
Phosphorus pools behave slightly differently. Although we
observe an overall loss of about 0.5 PgP over the length of the
control run, the passive soil pool is increasing (about 0.08 PgP),

whereas the other soil pools are decreasing in size.
The ocean biogeochemical state in ACCESS-ESM1.5 has

benefited from both the long spin-up and updates since

ACCESS-ESM1, as seen in the stability of the OBGC fluxes
shown in Fig. 7.

Average total ocean productivity, or the uptake of carbon

driven by photosynthesis, is 33.5 PgC year�1 with a negligible
drift of –0.0163 PgC year�1 per century. The ocean productivity
in ACCESS-ESM1 was,51 PgC year�1, which compared well
with global estimates (45–50 PgC year�1, Carr et al. 2006). The

ACCESS-ESM1.5 productivity is lower but still reasonable,
since a significant fraction of the estimated productivity is from
coastal and marginal seas with processes that WOMBAT does

not resolve, such as sources from rivers. There is an indication of
a reduction in ocean productivity towards the end of the
ACCESS-ESM1.5 historical experiment, but the change is still

within the range of variability of the piControl.
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The average piControl sea–air carbon flux of ACCESS-
ESM1.5 is 0.080 PgC year�1, representing a significant

improvement in the bias from the previous version (ACCESS-
ESM1, 0.6 PgC year�1; Law et al. 2017). The drift in this carbon
flux is �0.0048 PgC year�1 per century in the piControl. The
natural carbon flux in the historical experiment (Fig. 7b) stays

within the range of variability of the piControl, and total carbon
flux responds to increase in atmospheric CO2 reaching an uptake
of ,2.5 PgC at the end of the historical period, consistent with

ocean fluxes estimated from the Global Carbon Project
(Le Quéré et al. 2015). Oxygen flux is spun-up and stable in the
piControl, with a drift of �0.153Tmol(O2)year

�1 per century;

the average flux is non-zero (�76.4Tmol(O2) year
�1) due to

remineralisation of detritus in oxygen minimum zones, such as
the eastern Equatorial Pacific. Remineralisation normally con-

sumes oxygen from the ocean interior; however,WOMBAT does
not allow tracers to go negative nor handle denitrification, hence
these zones can act as a net source of oxygen. The bias of –
76.4Tmol(O2) year

�1 corresponds to 0.6 PgC year�1, a small

fraction of the ocean productivity. There is a clear increase in the
oxygen trend in the last decade of the historical experiment,
outside the range of variability from the piControl. This extra

outgassing of oxygen coincides with higher SST that increases
oxygen partial pressure.

6 Climate sensitivity

The climate response (surface warming) to CO2 forcing can be
derived from the CMIP6 DECK simulations, 1pctCO2 and
abrupt-4�CO2. Here, we focus on the equilibrium climate

sensitivity (ECS) and the transient climate response (TCR).

6.1 Equilibrium climate sensitivity

The ECS is defined as the amount of global mean surface

warming resulting from a doubling of CO2 once equilibrium has
been achieved (Knutti and Hegerl 2008). Since reaching equi-
librium can take a long time (i.e. several thousand years), Gre-
gory et al. (2004) proposed estimating climate sensitivity from

the correlation of temperature and energy balance changes,
which does not require the model to be at equilibrium. This
method involves an instantaneous quadrupling of CO2 concen-

tration which is then held fixed for 150 years. This method
assumes that the response to a constant radiative forcing F is a
linear relation between the change in the TOAnet energy fluxN,

and the change in the surface air temperature DT, N¼F� aDT,
with a (Wm�2 8C�1) the climate feedback parameter. Regres-
sing N and DT provides an estimate of both the radiative forcing

F and a. Note that the forcing calculated here is not the pure CO2

radiative forcing because it includes short-term atmospheric
adjustments other than the stratospheric equilibration (Gregory
and Webb 2008). For ACCESS-ESM1.5, the result of applying

this method of calculation is an estimated ECS of 3.878C, which
is similar to the ECS in ACCESS-ESM1 (3.788C).

6.2 Transient climate response

The TCR is derived from the 1pctCO2 experiment, where
atmospheric CO2 concentrations are increased by 1% per year
over a 150-year period. It is calculated as the difference in

surface air temperature between the piControl run and the
20-yearmean centred on the year of CO2 doubling (year 70). For
ACCESS-ESM1.5 the TCR is 1.958C, which is slightly larger

than the TCR in ACCESS-ESM1 (1.838C).

7 Present-day climatology

The present-day climatology is assessed using the later part of
the 1850–2014 historical simulation. Different comparison
periods are used, depending on whether we are comparing with

observations only or whether we include ACCESS-ESM1
results which were previously analysed for the 1986–2005
period (Ziehn et al. 2017).

7.1 Physical climate

Fig. 8 shows the biases of surface temperature and salinity
(averaged over 1975 to 2014) with respect to the Hadley Centre

Sea Ice and Sea Surface Temperature data set (HadISST) from
these years (Rayner et al. 2003) andWorld Ocean Atlas (WOA,
Antonov et al. 2010). Spatial patterns in the biases are very

similar to those of ACCESS1.3 (Bi et al. 2013), confirming that
the minor updates in ACCESS-ESM1 and ACCESS-ESM1.5
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have had negligible impact on the simulated climate. In Fig. 8a,

warm SST biases exist in western boundary current regions such
as the Kurioshio and Gulf Stream where there are strong spatial
gradients in temperature associated with mesoscale dynamics

that are not explicitly simulated in a 1-degree ocean model. The
Southern Ocean is also too warm, like ACCESS1.3 and
ACCESS-ESM1 where the summer mixed layer is too shallow
and too warm, as discussed in Ziehn et al. (2017). Warm biases

are also found in upwelling regions on eastern boundaries of
ocean basins, for example the Humboldt Current (Peru) and the
Benguela Current (Africa). These biases are associated with

ocean and atmospheric dynamics in the coastal regions that are
not resolved in most climate models (Richter 2015).

Sea surface salinity biases of ACCESS-ESM1.5 (Fig. 8) are

very similar to ACCESS1.3 (Bi et al. 2013). Most significant
biases are marginal seas: the Mediterranean, Bay of Bengal and
the Siberian Arctic coast have high salinity and low values occur

in the Yellow Sea, Sea of Japan and Hudson Bay.
The sea-ice model set up in ACCESS-ESM1.5 is unmodified

from ACCESS-ESM1 and the ice extent is consistent with
previous results, ACCESS-ESM1 (Law et al. 2017) and

ACCESS1.3 (Marsland et al. 2013; Uotila et al. 2013).
ACCESS-ESM1.5 sea-ice climatologies are the same as

prognostic LAI versions of ACCESS-ESM1 in the south but

slightly higher in the north due to updates to the land model
which reduced LAI and cooled the climate in this region. Fig. 8c,
d shows climatologies of sea-ice extent (area with at least 15%

ice cover) from ACCESS-ESM1.5 piControl and historical
experiments, relative to observed climatologies (Fetterer et al.
2017), based on years 1981–2010. Both piControl and historical
climatologies of Antarctic sea-ice are within ,1� 1012m2 of

observed extents throughout the seasonal cycle. The historical
climatology of Arctic sea-ice is less than the piControl, consis-
tent with the trends in Fig. 5h and closer to observed extents

(within ,0.5� 1012m2 across the seasons).
A measure of potential model bias is gained from compar-

ing the model’s mean surface temperature to ERA-Interim

(Dee et al. 2011), with seasonal mean biases illustrated in
Fig. 9a, b.

Overall, the biases are very similar to those found for

ACCESS1.3 in Kowalczyk et al. (2013) (Fig. 10c, d). There is
a Southern Ocean warm bias in both seasons, continuing a
longstanding issue with the atmospheric model. The June–
August warm bias is more evident over India than for Decem-

ber–February. There are also signs of warm biases across the
equatorial land masses including the Maritime continent along
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with central North America. The northern continental biases
appear to be slightly larger than in ACCESS1.3. Cool biases

occur over North Africa and the Arabian Peninsula, particularly
in December–February.

The atmospheric zonal mean temperature (Fig. 10) has the

expected structure, warm over the equator at low altitudes,
becoming cooler towards the poles and higher in the atmosphere
to very cold in the stratosphere above the Antarctic and equator.

Biases relative to ERA-Interim (Fig. 10b–d) indicate some
issues around Antarctica and with the polar jet regions which
are cooler in December–February (and hence slower) than in the
reanalysis (not shown).

The simulated and observed global precipitation are com-
pared in Fig. 9c, d. The largest biases occur in the region of the
Intertropical Convergence zone where some of the tropical

regions are too dry while others are too wet, with some seasonal
variations. There is a general tendency towards a wet bias over
the Maritime continent. India shows a rainfall deficit in June–

August, consistent with the temperature bias noted above.
Again, the biases appear to be similar to those fromACCESS1.3
(Kowalczyk et al. 2013). The annual global mean precipitation

for ACCESS-ESM1.5 piControl is 3.21mm day�1, which is
somewhat higher than the GPCP (Adler et al. 2003) observa-
tional estimate of 2.68mm day�1 for 1979–1998. Higher

simulated rainfall with the UM and other global atmospheric
models is a longstanding issue.

7.2 Land carbon

In this section we evaluate the land carbon cycle against
observation-based estimates and also compare against
ACCESS-ESM1 results. For the analysis we use a 20-year

period (1986–2005) from the historical simulation and for the
observations, unless stated otherwise. The following data pro-
ducts are used:

� GPP: global griddedGPP (0.58 resolution) based on up-scaled
flux network data provided by Jung et al. (2011).

� LAI: global gridded LAI (1/128 resolution) based on Moder-
ate Resolution Imaging Spectroradiometer (MODIS) and
Advanced Very High-Resolution Radiometer (AVHRR) data

provided by Zhu et al. (2013).
� CO2 concentrations: mean atmospheric CO2 seasonal cycles

derived from NOAA/Earth System Research Laboratory
(ESRL) flask samples as processed in the GLOBALVIEW

data product (GLOBALVIEW-CO2 2013).

Table 1 presents the mean prognostic LAI for each PFT for
ACCESS-ESM1 and ACCESS-ESM1.5, including the relative
change in amplitude over the last 20 years of the historical
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period. Consistent with the parameter changes (also shown in
Table 1) we observe the largest change in mean LAI and relative
amplitude for C4 grass. This has a large impact on the LAI in the

tropical region as shown in Fig. 11d. With ACCESS-ESM1, we
underestimated the LAI in the Tropics (mean 1.5), mainly
because the LAI for C4 grass was very small. ACCESS-

ESM1.5 results (mean 2.0) are much closer to the observed
LAI (mean 2.3) in this region.

In the northern extra-tropics (i.e. 20�908N, Fig. 11c) the LAI
in ACCESS-ESM1.5 has also improved, the mean value of 1.3
(1.8 in ACCESS-ESM1) is now closer to the observed value of
0.9, mainly due to a reduction in LAI for evergreen needleleaf
forest. However, it needs to be noted that the observations are

based on satellite datawhich do not account for vegetation that is
covered by snow in the mid to high northern latitudes during
the winter months. This might be why the seasonality in the

observations is stronger with a LAI close to zero during the NH
winter. The shift in the peak value between the observations
(July) and the model (August) is probably due to the prescribed

phenology (timing of leaf onset and fall) used in both ACCESS-
ESM versions (Law et al. 2017).

The LAI in the SH (i.e. 20�908S, Fig. 11b) has slightly
worsened inACCESS-ESM1.5. This can be attributed to the fact

that the parameter tuningwas performed at the PFT level and not

at the regional/latitudinal level. However, the land fraction in the
SH is small in comparison to the other latitudinal bands assessed
here and therefore the impact at the global scale is thought to be

small.
The global seasonal cycle of LAI (Fig. 11a) is mainly

influenced by the northern extra-tropics. With ACCESS-

ESM1 we overestimate the LAI (mean 1.7) by a significant
amount, whereas with ACCESS-ESM1.5 (mean 1.5) we are
very close to the observed global mean of 1.4.

The parameter tuning and changes in LAI also impact GPP.
The ACCESS-ESM1.5 run provides a mean GPP of about 124
PgC year�1, which agrees well with observation-based esti-
mates from other studies: 123� 8 PgC year�1 (Beer et al. 2010)

and 121 PgC year�1 with a 95% confidence interval of 110–130
PgC year�1 (Ziehn et al. 2011). In ACCESS-ESM1, the GPP
was somewhat higher at around 130 PgC year�1. The difference

in the spatial distribution of GPP between observations (Jung
et al. 2011) and the two ACCESS-ESM versions is presented in
Fig. 12.

TheNHboreal region is less productive inACCESS-ESM1.5
and closer to the observations. Productivity in South America
has increased in ACCESS-ESM1.5, which also leads to a better
agreement with the observations. At the same time the increase

in GPP in Central Africa simulated with ACCESS-ESM1.5 is
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too large in comparison with the observations. We also note that
productivity in South-East Australia is somewhat higher than
observations suggest. In this global configuration of CABLE,

trees in South-East Australia are classified as evergreen broad-
leaf, which is also used for tropical forests. It is likely that the
parameter values used for evergreen broadleaf trees are better

suited to tropical forests than Australian eucalypt forests and
consequently result in larger productivity than observed.

The carbon uptake by the land (NEE) varies throughout the

year, with the largest uptake during the plant growing season.
This is captured well by the model as shown in Fig. 13. In

ACCESS-ESM1, seasonality was largest in the NH (about
600 gCm�2 year�1 peak-to-peak), whereas in ACCESS-
ESM1.5 this has almost halved (about 325 gCm�2 year�1

peak-to-peak) most likely due to a reduced productivity based
on the new parametrisation for photosynthesis. The tropics,
however, show a large increase in seasonality, presumably for

the same reason. The seasonal cycle of the land uptake for the
SH is almost unchanged.

The changes in the seasonal land uptake will also impact the

seasonal amplitude in atmospheric CO2 concentrations, which is
presented for four different stations in Fig. 14. Themonthly CO2
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timeseries (using land and ocean CO2 fluxes) from the appro-
priate model grid-cell is fitted with a quadratic (to represent the

trend in CO2) and a series of harmonics. The harmonics are used
to represent the seasonal cycle. In ACCESS-ESM1, the seasonal
amplitude for stations in the high northern latitudes (i.e. Alert,

828N) was overestimated by a significant amount. In ACCESS-
ESM1.5, we underestimate the seasonal cycle, but are closer to
observations in the NH winter. The minimum concentrations

also occur up to a month later than observed. For Mace Head
(538N, Fig. 14b) the seasonal amplitude is also underestimated

by ACCESS-ESM1.5, compared to a slight overestimate in
ACCESS-ESM1. However, the results for this site are sensitive
to the grid-cell sampled from the model. Here we have shown

the grid-cell to the west ofMace Head because flask sampling at
the site would occur when the winds are from the ocean sector,
i.e. westerly. We would expect that this would give a lower

amplitude signal than a grid-cell with a large land influence.
This is the case in ACCESS-ESM1.5 but not in ACCESS-
ESM1, where lower concentrations appear to be transported
from the north. The seasonal amplitude forMauna Loa (208N) is
reasonably similar for the two model versions and both slightly
underestimate the observed amplitude (Fig. 14c). As at Alert and
Mace Head, ACCESS-ESM1.5 shows a phase lag relative to the

observations and ACCESS-ESM1. The small seasonal cycle at
the South Pole (Fig. 14d) is more challenging to simulate
because ocean and land fluxes both make significant contribu-

tions. The peak-to-peak values are well captured by the model,
but the seasonality using ACCESS-ESM1.5 is opposite to what
the observations suggest.

7.3 Ocean biogeochemistry

Fig. 15 shows surface maps of biogeochemical fields – ocean
productivity, nutrients and CO2 fluxes – averaged from years
1996–2005 of historical experiments with ACCESS-ESM1 (left

column) and ACCESS-ESM1.5 (middle), that are compared to
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observations (right, Behrenfeld and Falkowski 1997; Garcia
et al. 2010a; Takahashi et al. 2009). These years are common to

the ACCESS-ESM1 (CMIP5) and ACCESS-ESM1.5 (CMIP6)
historical experiments and are centred on the year of carbon flux
observation product used as reference, noting that CO2 flux has a

strong historical trend due to direct response to atmospheric
anthropogenic CO2. Updates to the OBGC parameters in
ACCESS-ESM1.5 described in Section 2.3.1 and Table 2 have

greatly improved the comparison to observations, for instance,
in ACCESS-ESM1 nutrients upwelled in the Equatorial Pacific
were spread extensively across the tropics (Fig. 15d) which are
now much more realistic in ACCESS-ESM1.5 (Fig. 15e).

Higher values of specified background iron have increased the
biological uptake of nutrients at the sites of upwelling, and
increasing the sinking of detritus has reduced nutrient recycling

and lateral spread across the Pacific. Surface distributions of
ACCESS-ESM1.5 nutrients correlate better to the WOA
(correlation coefficient 0.89) relative to ACCESS-ESM1 (0.68).

The distribution of biological production in ACCESS-ESM1.5
has also improved. The decreased nutrient extent in ACCESS-

ESM1.5 has reduced the productivity in the Western Pacific
Warm Pool, which was unrealistically high in ACCESS-ESM1
(Fig. 15a). High background iron in ACCESS-ESM1.5 also

increases productivity along the southern subtropical front
(40–458S), which was low in ACCESS-ESM1. This subtropical
front is also a region of CO2 uptake in ACCESS-ESM1.5 and

observations (Fig. 15h, i) that were weak in ACCESS-ESM1
(Fig. 15g). Elsewhere, OBGC parameter updates have had little
impact on the carbon flux, the overall distribution of CO2 flux is
very similar to ACCESS-ESM1, consistent with the same

physical circulation in each model.
The distributions of OBGC tracers in the ocean interior are

shown in Fig. 16, which are zonal means (averaged from the

same years of historical experiments from ACCESS-ESM1 and
ACCESS-ESM1.5 used in Fig. 15) compared to observations
(Garcia et al. 2010a, 2010b; Key et al. 2004). The alkalinity

90°N
500

450

400

350

300

250

200

gC
 m

–2
 y

ea
r–1

150

100

50

0

60°N

30°N

0°

30°S

60°S

270°W

(a) (b) (c)

(d ) (e) (f )

(g) (h) (i )

180°W 90°W 0°

90°N
500

450

400

350

300

250

200

gC
 m

–2
 y

ea
r–1

150

100

50

0

60°N

30°N

ESM1.5 primary productivityESM1 primary productivity

90°N
2.0

1.8

1.6

1.4

1.2

1.0

0.8

0.6

0.4

0.2

0

60°N

30°N

0°

30°S

60°S

270°W 180°W 90°W 0°

ESM1 surface phosphate ESM1.5 surface phosphate

m
m

ol
(P

O
4)

 m
–3

90°N
50

40

30

20

10

0

–10

–20

–30

–40

–50

60°N

30°N

0°

30°S

60°S

270°W 180°W 90°W 0°

ESM1 carbon flux

gC
 m

–2
 y

ea
r–1

90°N
50

40

30

20

10

0

–10

–20

–30

–40

–50

60°N

30°N

0°

30°S

60°S

270°W 180°W 90°W 0°

ESM1.5 carbon flux

gC
 m

–2
 y

ea
r–1

90°N
50

40

30

20

10

0

–10

–20

–30

–40

–50

60°N

30°N

0°

30°S

60°S

270°W 180°W 90°W 0°

Obs. carbon flux

gC
 m

–2
 y

ea
r–1

90°N
2.0

1.8

1.6

1.4

1.2

1.0

0.8

0.6

0.4

0.2

0

60°N

30°N

0°

30°S

60°S

270°W 180°W 90°W 0°

m
m

ol
(P

O
4)

 m
–3

Obs. surface phosphate
90°N

2.0

1.8

1.6

1.4

1.2

1.0

0.8

0.6

0.4

0.2

0

60°N

30°N

0°

30°S

60°S

270°W 180°W 90°W 0°

m
m

ol
(P

O
4)

 m
–3

0°

30°S

60°S

270°W 180°W 90°W 0°

90°N
500

450

400

350

300

250

200

gC
 m

–2
 y

ea
r–1

150

100

50

0

60°N

30°N

Obs. primary productivity

0°

30°S

60°S

270°W 180°W 90°W 0°

Fig. 15 Comparison of ACCESS-ESM1 and ACCESS-ESM1.5 ocean biogeochemical surface fields and fluxes with observations; productivity from

SeaWIFS (Behrenfeld and Falkowski 1997), phosphate (Garcia et al. 2010a) and carbon flux (Takahashi et al. 2009). Positive fluxes are out of the ocean.

Australian Earth System Model: ACCESS-ESM1.5 Journal of Southern Hemisphere Earth Systems Science 209



section (Fig. 16b) is still biased low in the upper ocean and high
in the deep. However, these biases are have been reduced, for
instance, the average alkalinity at 500m in ACCESS-ESM1.5
(2351mmolm�3) is closer to observations (2379mmolm�3,

Key et al. 2004) than alkalinity here in ACCESS-ESM1
(2340mmolm�3, Fig. 16a). Phosphate is biased high in the
upper 1000m in tropical regions (Fig. 16e), as for ACCESS-

ESM1 (Fig. 16d). Updates to the OBGC have deepened the
remineralisation, which has reduced the ACCESS-ESM1 nutri-
ent deficiency in the abyssal waters in the northern and tropical

oceans, and also reduced the oxygen bias here (Fig. 16h).
However, the Southern Ocean is still low in nutrients and
missing the ‘nutrient trapping’ observed, the combined effect
of ocean circulation and the biological pump to enhance nutri-

ents here (Fig. 16d, e). There is more productivity and export in
the ACCESS-ESM1.5 Southern Ocean, which has reduced the
oxygen bias at depth. Oxygen was ,320mmol(O2)m

�3 in the

ACCESS-ESM1 Southern Ocean, this is reduced to
,280mmol(O2)m

�3 in ACCESS-ESM1.5 but is still higher
than observations (,240mmol(O2)m

�3). This excess oxygen

relative to observations may be due a weak Southern Ocean

biological pump or excessive ventilation of the Southern Ocean;
the actual cause has not yet been resolved.

Unrealistic values of alkalinity are found in the Red Sea (not
shown) – maximum values of over 20 000mmolm�3 – due to

poor mixing in this marginal sea. The physical ocean model has
extra horizontal mixing of salinity in this region to avoid
extreme salinities. However, this mixing has yet to be applied

to OBGC tracers (nutrients are also affected), hence there is a
break in the alkalinity–salinity relationship. This is a local effect
that does not impact global results.

8 Summary and conclusions

ACCESS-ESM1.5 has been developed byCSIROmainly for the
purpose of contributing to CMIP6 with a model version that

includes the carbon cycle. ACCESS-ESM1.5 will also provide
the capability to answer key science questions around climate
change mitigation, particularly where it is important to account

for feedbacks between the carbon cycle and climate. ACCESS-
ESM1.5 can be used to explore how climate change might
impact Australia’s productivity, resource usage and resilience in

a global context, while providing a baseline case for experiments
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that use CABLE in configurations that are designed for Aus-
tralian applications.

As an earth system model, ACCESS-ESM1.5 includes bio-
geochemical components for the land and the ocean to simulate
the global carbon cycle. The biogeochemical component for the

land, CASA-CNP, allows for nutrient limitation through the
implementation of a nitrogen and phosphorus cycle. Although
the number of participating ESMs has increased drastically in

CMIP6, there are very few ESM contributions from the SH.
ACCESS-ESM1.5 is one of those very few. In addition,
ACCESS-ESM1.5 is probably the only CMIP6 model with
phosphorus limitation on the land, highlighting its unique status.

The ACCESS-ESM1.5 submission to CMIP6 will consist of
core experiments and mainly Tier 1 experiments for the follow-
ing MIPs: ScenarioMIP, C4MIP, CDRMIP, RFMIP, ZECMIP

and PMIP (through collaboration with the University of New
SouthWales). The long spin-up (several thousand years) results
in a stable climate state, negligible drifts in temperature and net

carbon fluxes that are close to zero. This highlights the suitabil-
ity of ACCESS-ESM1.5 to explore modes of variability in the
climate system and coupling to the carbon cycle. Validation
over the historical period against observations shows good

agreement and also significant improvements over the previous
version, ACCESS-ESM1. This makes ACCESS-ESM1.5 a use-
ful tool to explore future land and ocean carbon uptake and

mitigation scenarios. The climate response in ACCESS-
ESM1.5 to CO2 has been estimated as 3.878C (ECS), based on
the abrupt-4xCO2 simulation. This is closer to the higher bound

in comparison to CMIP5 model results (24 multi-model average
of 3.368C, standard deviation 0.758C), but only moderate in
comparison to recent CMIP6 model results.
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Le Quéré, C., Moriarty, R., Andrew, R. M., Canadell, J. G., Sitch, S.,

Korsbakken, J. I., Friedlingstein, P., Peters, G. P., Andres, R. J., Boden,

T. A., Houghton, R. A., House, J. I., Keeling, R. F., Tans, P., Arneth, A.,

Bakker, D. C. E., Barbero, L., Bopp, L., Chang, J., Chevallier, F., Chini,

L. P., Ciais, P., Fader, M., Feely, R. A., Gkritzalis, T., Harris, I., Hauck,

J., Ilyina, T., Jain, A. K., Kato, E., Kitidis, V., Klein Goldewijk, K.,

Koven, C., Landschützer, P., Lauvset, S. K., Lefèvre, N., Lenton, A.,
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Appendix 1. Acronyms and their meanings
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Acronym Meaning

ACCESS Australian Community Climate and Earth System Simulator

AVHRR Advanced Vert High-Resolution Radiometer

C3 C3 type plants cycle carbon dioxide into three-carbon sugar compounds

C4 C4 type plants cycle carbon dioxide into four-carbon sugar compounds

C4MIP Coupled Climate-Carbon Cycle MIP

CABLE Community Atmosphere Biosphere Land Exchange

CASA-CNP Carnegie–Ames–Stanford Approach with Carbon, Nitrogen and Phosphorus Cycles

CDRMIP Carbon Dioxide Removal MIP

CMIP Coupled Model Intercomparison Project

DECK Diagnostic, Evaluation and Characterization of Klima

ECS Equilibrium Climate Sensitivity

ESM Earth System Model

ESRL Earth System Research Laboratory

GFDL Geophysical Fluid Dynamics Laboratory

GPP Gross Primary Production

HadISST Hadley Centre Sea Ice and Sea Surface Temperature data set

IGBP International Geosphere–Biosphere Programme

IPCC Intergovernmental Panel on Climate Change

LAI Leaf Area Index

LUH2 Land-use Harmonisation 2

MIP Model Intercomparison Project

MODIS Moderate Resolution Imaging Spectroradiometer

MOM Modular Ocean Model

NCAR National Center for Atmospheric Research

NEE Net Ecosystem Exchange

NH Northern Hemisphere

NOAA National Oceanic and Atmospheric Administration

NPDZ Nutrient–Phytoplankton–Zooplankton–Detritus

NPP Net Primary Production

OBGC Ocean Biogeochemistry

OLR Outgoing Longwave Radiation

OSR Outgoing Shortwave Radiation

PFT Plant Functional Type

PMIP Paleoclimate MIP

RFMIP Radiative Forcing MIP

SH Southern Hemisphere

SSS Sea Surface Salinity

SST Sea Surface Temperature

TCR Transient Climate Sensitivity

TOA Top Of Atmosphere

TSI Total Solar Irradiance

UM Unified Model

WOA World Ocean Atlas

WOMBAT Whole Ocean Model of Biogeochemistry and Trophic-dynamics

ZECMIP Zero Emissions Commitment MIP
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