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Summary 

An expression is given for the integral over the domain of Euler angles of a 
product of any number of rotation matrices. As a result a scheme has been set up in 
which any number of angular momenta may be coupled on an equal footing. Explicit 
algebraic expressions for the coupling coefficients are given. The resulting eigen. 
functions, which are degenerate with respect to the total angular momentum, are 
distinguished by a set of numbers depending symmetrically upon the coupled 
angular momenta. Although not orthogonal with respect to these labels, this set is 
complete and several orthogonal sets may be constructed from it. 

A simpler derivation of Gaunt's formula and a gen~ating function for 3j 
symbols are obtained as by-products. 

1. INTRODUOTION 

The eigenfunctions of total angular momentum constructed from more than two 
angular momentum vectors are in general degenerate. In a symmetrical coupling 
scheme this degeneracy would be resolved in such a way that no angular momentum 
occupies a privileged position. The usual procedures that depend on coupling two 
angular momenta at a time are evidently not symmetric. An exposition of such 
couplings for an arbitrary number of angular momenta has been given by Yutsis, 
Levinson, and Vanagas (1962). The desirability of symmetrical coupling has been 
emphasized in a number of works; for example, by Smith (1960), Ohakrabarti 
(1964), Lowden (1964), Dragt (1965), Levy-Leblond and Levy-Nahas (1965), 
Levy-Leblond and Lur9at (1965), and Shapiro (1965). In such works the problem, 
approached via group theory or the quantum mechanical operator calculus, is 
supposed to be to remove the degeneracy not only in a symmetrical way but also in 
such a way that a complete and orthogonal set of basic vectors is obtained. Generally, 
in this form the problem has been considered intractable. However, some success 
has been achieved in the works quoted above, particularly with the symmetrical 
coupling of three angular momenta; although the general calculation of the coupling 
coefficient, even for this case, is not straightforward. 

It is now submitted that the essential part of the problem is to provide a 
system for distinctly labelling the members of the degenerate sets characterized 
by given values of the total angular momentum; and to provide explicit formulae 
for constructing these members from product eigenfunctions of individual angular 
momenta. Such sets are in general linearly dependent but complete, and therefore, 
at least in principle, a number of orthogonal sets may be constructed from them. 
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The non-uniqueness of the orthogonal sets is inherent in the problem and, perhaps, 
is to be welcomed, since different sets may be appropriate in different physical 
contexts. Orthogonality of wavefunctions is not as crucial a requirement as com­
pleteness, and once an explicitly defined complete set is available the discussion 
of physical properties may proceed not only through the use of group theory but 
also through the more usual analytic procedures of quantum theory. In this connec­
tion, non-orthogonal states have already been used by Lowden (1964). 

In the present paper a solution of the essential part of the problem is presented. 

II. THE COUPLING SCHEME 

The scheme is based upon the following resolution of the integral over a product 
of rotation matrices 1)[ilm'm(R) 

The details of definitions and the proof of this formula will be given in Section 
III. At present it is sufficient to note that the symbols S represent real numbers and 
{cc} stands for a set of numbers determined by all the j's but independent of the m's. 
The sum is over all the sets {cc}. 

In view of the completeness of the rotation matrices, equation (2.1) is equivalent 
to the relation 

where 

Equation (2.1) in its turn can be recovered from (2.2) by noting that, since (J +M) 
is always an integer, (_1)2J+M+M' = (_1)M'-M and 

(2.4) 

and using the orthogonality property of the 1)'s. 

The basic eigenvector Ijm) of angular momentum transforms according to 
the relation (e.g. Rose 1957, p. 52) 

+1 
Ijm)R = ~ 1)Ujm'm(R) Ijm') , (2.5) 

m'=-j 

where the subscript R on the left-hand side shows that the eigenvector is expressed 
in coordinates obtained by rotating the coordinates of Ijm) by R. 
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The corresponding relation for a product of such vectors, 

Imn) = Ijlml) Ij2 m2) ... Ijnmn) , (2.6) 

is 

From (2.2) 

Imn) R = ~ S(mnl{oc}J M) :n[J] M' M(R) ~ S(m~l{oc}J M') Im~) . (2.8) 
\iXlJMM' Il1n 

One may now define 

l{oc}JM)R = I{OC}jlj2 .. . jn JM)R 

= ~ :n[J]M'M(R) ~ S(m~l{oc}JM') Im~). 
M' I 

(2.9) 
mn 

Since 
[J] <-:n M'M(O) = 0M'M, (2.10) 

(2.11) 

Equations (2.9) and (2.11) prove the transformation law for l{oc}JM) and show that 
they are the eigenfunctions of total angular momentum J2 and its z component Jz 
(see Appendix). The overlap integral of two such eigenfunctions is a number and 
is therefore equal to its own average under rotations. Hence it follows that 

<{oc'}J'M'I{oc}J M) = ~ S(mnl{oc'}J'M') S(mnl{oc}J M) 
Il1n 

= l)JJ' l)MM' <OC'IOC)'I i2 ... in J, (2.12) 

<OC'IOC)'li2 ... J =2J~1 m~M S(mnl{oc'}JM)S(mnl{oc}JM). (2.13) 

In relation (2.12) we have used (2.11) and the orthogonality of Ijimi), whereas 
in (2.13) we have used (2.9) and have averaged over all rotations. It is seen that 
I{O!}JM) need not be orthogonal with respect to {O!}, which is the characteristic 
feature of the problem, whenever n ;;:: 3. In coupling n angular momenta one needs 
an S coefficient, which by (2.3) is equivalent to an S coefficient of order n+l. The 
notation (2.3) was chosen to conform to that in transformation theory, as from (2.11) 
and the orthogonality of Iji mt) 

<mnl{O!}JM> = S(mnl{oc}JM). (2.14) 

These coefficients are real and occur also in the transformation formula that 
expresses Imn> in terms of I{O!}JM). By (2.8) and (2.9) 

Imn) = ~ S(mnl{O!}JM)I{O!}JM). 
{iX}JM 

(2.15) 
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Since the set Imn) is complete, this relation shows the completeness of the new 
set l{oc}JM). Using (2.11) on the right-hand side, this gives 

~ S(mnl{oc}J M) S(m~l{oc}J M) = 8m~ m, 8m; m2 • •• 8m~ mn . 
{(X}JM 

Multiplying by ({oc'}JMI and using (2.12), 

({oc'}JMlmn) = S(mnl{oc'}JM) 

= ~ S(mnl{oc}JM) (OC'IOC/,12" .in J • 
{(X) 

(2.16) 

(2.17) 

By using the Schmidt process an orthogonal set laJ M) may be constructed 
from the l{oc}J M). The constant coefficients that determine the linear relation between 
these two sets are in general not unique but depend upon how the orthogonalization 
is carried out. One can then write 

and 

laJM) = ~ Aa{(X} l{oc}JM) , 
{(X} 

(a'J'M'laJM) = 8aa,8JJ,8MM', 

One can now select arbitrary numbers w(a) and construct the operator 

~ laJM)w(a)(aJMI· 
aJM 

(2.18) 

(2.19) 

(2.20) 

This operator is diagonal in the new scheme simultaneously with the operators 
if, i~, ... i!, J2, and.fz. If the numbers w(a) are chosen distinct, they may be used to 
label the eigenfunctions in place of a, The formal problem is thus fully solved. 

These relations follow from the form of equation (2.1) and the orthogonality 
and completeness of the set Imn), and give a sufficient indication of how various 
schemes, orthogonal or non-orthogonal, may be set up and nsed once the coefficients 
S are explicitly given. 

It may also be noted that the calculations, for which the coefficients of fractional 
parentage were introduced, can be carried out in the present scheme. Consider a 
many-particle system that is sought to be described on a single-particle basis. The 
basic wave functions are IXi,.itmt), where Xi are the particle coordinates. The matrix 
element of any arbitrary operator lD(x) with respect to the many-body eigenfunctions 
of total angular momentum is then related to the corresponding matrix element in 
the product basis by means of the coefficients S. From (2.11) 

({oc'}J'M'llD(x)l{oc}JM) = ~ S(m~l{oc'}J'M') S(mnl{oc}.JM) 
IIlnm~ 

(2.21) 

In particular lD(x) may contain the permutation operator. Equation (2.21) 
thus contains calculations with any type of permutation symmetry. FUI'ther, since 
the numbers Aa{(X} (see (2.18» are also independent of the particle indices, the 
same argument may be used in evaluating the matrix elements in the basis laJM). 
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III. DERIVATION OF THE EQUATION (2.1) 

(a) The Rotation Matrix 

723 

The phase convention and the definition of Euler angles given by Fano and 
Racah (1959) are used. Accordingly 

:n[11",m = :n(1)*",m = exp{-i(",if!+m.p)} 

~ (-If [(j+",)! (j-",)! (j+m)! (j_m)!]t 
X r (j-",-r)! (j+m-r)! r! (r+",-m)! 

X (cos !8)2J-",+m-2r (sin !8)2r+",-m . (3.1) 

If we take 

(3.2) 

A l 2 3 4 A = ( ,A ,A ,A ), 

A2 = (s-t), A3 = i(l-st), A4 = (l+st), (3.3) 

then, 
A.A=O. (3.4) 

Then according to the posthumously published accounts of some work by G. 
Herglotz (Courant and Hilbert 1953; Erdelyi et al. 1953), the rotation matrix (3.1) 
may be generated from the following relation 

(q . A)2J _ {i(S+t)ql + (S-t)q2+ i(l-st)q3+ (1 +St)q4}2J 

(3.5) 

A binomial expansion of the left-hand side is facilitated by introducing the complex 
quantities 

a = lalexpip = (q2+iql)/q, 

b = Iblexpia = (q4+iq3)/q. 

Comparing the coefficients of the powers of sand t, one obtains 

N~m :n[J]",m = exp{ip(",-m)} exp{ -ia(m+",)} 

~ (-1( (2j)! IbI21-Mm-2r laI2r+",-m 
X r (j-",-r)! (j+m-r)!r! (r+",-m)!· 

The following identifications can be made on comparing with (3.1) 

N~m = (2j)! [(j+",)! (j-",)! (j+m)! (j-m)!ft 

if! = a-p; 8 = 2 tan -1 (Ial/lbi) 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

(3.10) 
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Corresponding to the range of Euler angles, the new angles have the ranges 

o ~ u, 

Since from (3.6) and (3.7) 

ql = qsin t 8sinp, 

qa = qcosl8sinu, 

g2 = qsint8 cosp, 

q4 = qcost8cosu, } 

(3.11) 

(3.12) 

it follows that the variables g, u, (P+1T), and t8 provide an orthogonal system of 
coordinates in four-dimensional Euclidean space of q. The element of integration 
over the hypersphere dQ (Courant and Hilbert 1953), however, differs from the 
corresponding volume element of the rotation group by a factor 

dR == sin 8d8difsdq, = 4dQ 

= 4sinl8cos!8d(l8)d(p+1T)du. (3.13) 

The above manipulations can be carried out if (2j) is an integer. Thus j itself 
can take on values 0, t, 1, t, 2, ... and, for a given j, m varies in steps of one from 
-j to +j. We further note that 

(3.14) 

and the normalization is such that 

:n[Oloo = 1 (3.15) 

and 

(3.16) 

(b) An Integral over Products of qi 

The following formula is needed in the derivation of the final result 

nOdd'} 

neven. 

(3.17) 

To prove this, note that in view of the completeness of the hyperspherical harmonics 
:nUl we may expand 

gin = gil gil' .. gin = L (jp.mli",) gn :nUl#m. 
j#m 

From the orthogonality relation (3.16) the coefficients of the expansion become 

(3.18) 

(3.19) 
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The integral (3.17) is thus proportional to the constant (OOOlin), which will now 
be evaluated using a general property of these coefficients. 

From the generating function (3.5) it may be shown that 

(3.20) 

where 

4 4 
V2 == ~ ()2 j()q, ()q, = ~ SfJ ()2 j()qf ()qJ • 

f=l (.1=1 
(3.21) 

Applying this relation r times to (3.18) and using the orthogonality relations, 
the following relation between the coefficients is obtained 

. (n-2j-2r)!! (n+2j+2-2r)!! . 
(Jp.mlln) = (n-2j)!! (n+2j+2)!! ~ (Jp.mI1n-2r) Sk, k2 Sk3 k4 ••• 8k2r-,.k2r' 

(3.22) 

where the sum over p is the sum over all arrangements of the indices in == i1 i2 ... in, 
in the indicated manner. 

The maximum possible value of 2r is n-2j. Thus, for j = 0, the coefficient 
may be reduced completely to a sum over products of delta functions if n is even. 
If n is odd, it must naturally vanish. In the former case, the sum over p becomes 
an unrestricted sum over all permutations of the indices in in which any given 
product of pairs is repeated n!! times. This is because the same set of (in) pairs 
occurs (in)! times and each pair itself appears twice in free permutations, 

2in (in)! = n!!. 

Hence finally, from (3.22), 

(OOOlln) = (:2)11 ~ (IT Sf"fZ) n .. products pairs 

=0 

With (3.19) this proves (3.17). 

neven, 

nodd. 

(c) An Integral over Products of Generating Functions 

Consider the integral 

where* 

81T2l J In = I (q. Ad1, (q. A2)212 ••• (q. An)21n dR, 

and 

(3.23) 

} (3.24) 

(3.25) 

(3.26) 

(3.27) 

* Note that the symbol J in this and the subsequent sections has a significance different 
from that in Section II and the Appendix. 
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By using the summation convention, we may write 

i,j = 1,2,3,4. 

Using this repeatedly and applying (3.17), we obtain 

2 ( ) In = ~ II (Ak.AI) , 
(2J +2)!! products pairs 

=0, 2J odd. 
} (3.28) 

2J even, 

The products of pairs that are distinct as partitions of the indices i2J give rise 
to products of scalar products (Ak . AI) that are repeated many times in the sum, 
since the vector Ak can occur in (2jk)! ways. Each product of scalar products may be 
characterized by a set of exponents IXkl of the scalar product (Ak. AI); and is repeated 
w( {IX}) times in the sum 

W({IX}) = (2jl)! (2j2)!'" (2jn)!(II (lXkl)!)-l 
k<l 

(3.29) 

Then for 2J even, (3.28) may be written as 

In = (}~~)I ~ {W({IX}) (II (Ak . Altkl) IT a(~ IXkl, 2jk)} . 
. {a) k<l k=l I 

(3.30) 

The delta functions ensure that the correct number of vectors Ak occur in the 
product and the restriction k < l ensures that no pairs are counted twice. The 
numbers IXkl take on all integral values allowed by the delta functions and the 
factorials. Since (Ak . AI) - 0, we must always have IXkk = 0, that is, we have 

(3.31) 

and the restrictions from comparing the powers, i.e. from the delta functions, are 

-2jl + 1X12 + 1X13 + 1X14+ ... +lXln = 0, 

1X12-2j2+1X23+1X24+ ... +1X2n = 0, 
(3.32) 

This implies that 

n n 

~ IXkl = ~ jk = J is an integer. (3.33) 
k<l=l k=l 

Since from (3.27) 

(3.34) 

we may write for (3.29) 

In = [(J+1)!]-1 ~ {W({IX})(II (Sk-Sltkl(tk-tl)akl) IT a(~ IXkl,2jk)}' 
{a} k<l k=l I 

(3.35) 
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The number of IX'S is !n(n-l) and hence in general there will be a number of 
sets of values of IX that will satisfy the requirements (3.31) and (3.32). However, for 
the case n = 2 and n = 3, all the values of IX'S are fixed and the sum disappears. 
For n = 2, 2jl = 1X12 = 2j2 and 

12 = (2jl+l)-lS(jl,j2)(Sl-S2)2i 1 (tl-t2)2i2 , 

from which the orthogonality relations (3.16) may be verified. 

For n = 3, equations (3.32) give 

1X12 = J -2j3, 

and 

[, _ (2jl)! (2j2)1 (2j3)! 
3 - (J +1)! (J -2jl)! (J -2j2)! (J -2j3)! 

} 

(d) Proof of the Resolution on the Right-hand Side of Equation (2.1) 

(3.36) 

(3.37) 

From the generating function (3.5), it follows that the integral in equation 
(2.1) is obtained by picking out the coefficient of 

in the expression for the integral (3.25). This coefficient is obtained by expanding 
(3.35) for 1 n by the binomial theorem and using delta functions to collect the coeffi­
cients of powers. It is 

(3.39) 

Since the Kronecker deltas used here are idempotent, S(l, k) = [S(l, k)]2, the 
sum!pand over {IX} may be resolved in the product of two factors, one containing all 
the dependence on the indices m~ and the other containing all the dependence on 
the indices mk; the former being the sum over {,B}, the latter that over {y}. It is 
clear that these factors are both identical in structure and are real. This is the 
essence of equation (2.1) and allows the coupling scheme discussed in Section II. 
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IV. THE COEFFICIENT OF SYMMETRICAL COUPLING 

In this section some further properties of the coefficients S and an explicit 
formula for them will be given. It is appropriate to begin with some explanatory 
remarks. 

(a) Explarmtion of the Label {a} 

By comparing (3.39) and (2.1), the symbol {a} is seen to stand for a set of 
values of the tn(n-l) numbers akl; k,l = 1,2,3, .. . n. A set of values that satisfies 
the conditions (3.31) and (3.32) characterizes a non-vanishing coefficient S. The 
sum in (2.1) is over all such sets of values of {a}. The coefficients S are symmetric 
with respect to ji in the sense that any set of values {a} is determined jointly by all 
the j's. The number of possible sets depends on the numerical values of the j's that 
are to be coupled. The numbers {a} are independent of the m's.* 

(b) Phase Convention, Generating Function, and Explicit Formula 

In equation (3.35) the factor (tk-tz) is always associated with (Sk-Sl) so that 
an interchange of k and l does not produce a change of sign. To ~btain an expression 
for the S coefficients, the sand t parts are to be separated. To fix the sign of the S 
coefficients and to exhibit their properties under interchange of indices, it is then 
required to adopt a (phase) convention that specifies the manner in which the 
indices k, l are to be arranged. It is convenient to associate simple properties with 
even or odd permutations. 

We shall adopt the following convention: if k and l are two numbers out of the 
sequence 1; 2,3, ... n such that the pair sequence k, l can be obtained by an even 
number of binary interchanges in the sequence, then the negative sign will be 
associated with l. Thus in the standard arrangement a (tk-tz) factor occurs when 
kl can be brought next to each other, in that order, by an even number of binary 
interchanges. 

* At this point we may note the relation to Lowden's (1964) approach, which also uses 
non-orthogonal bases, which are obtained by applying an angular momentum projection operator 
AJM to a product wave function. By (2.15), or the resolution of the identity given by (2.16), 
the matrix elements of this operator are 

Hence, Lowden's non-orthogonal sets may be written as 

8mn(J.M) = ~ <In~IAJMIInn> IIn~>. 
m~ 

For a given J.M the degeneracy is here removed by using the sets Inn themselves as labels. 
This is adequate, but shows the difference between the two approaches as {ex} are independent 
of m's altogether. With the present scheme it is possible to go along very much as with the 
Wigner coefficients and to express all relations quite generally. 
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Denoting a product in the standard order by IIe, we obtain the generating func­
tion of S coefficients from equation (3.35) as 

(4.1) 

Hence, or from (3.39), 

In arriving at the second set of delta functions we have made use of the restric­
tions implied by the first set. The appearance of the factor Ekl is a result of balancing 
the powers of the t's and the phase convention. If we call a pair even or odd as set out 
in the convention, then 

Ekl = +1 
Ekl = -1 
Ekl = -Elk· 

for k, leven, 
for k,l odd, } 

The restrictions on the f3's may be written more explicitly as 

+(ta12-f312)-(tIX13-f313)+" .+Eln(tlXln-f31n) = 0, fl 
-(ta12-f312)-m2 +(ta23-f323)+" .+E2n(tIX2n-f32n) = 0, 
........................ '" ................. " .. 
Enl(taln-f31n)+En2(t1X2n-f32n)+ .. . +t(IXn-l,n-f3n-l,n)-mn = 0. 

(4.3) 

(4.4) 

The appearance of tIXkl corresponds to the fact that, although IXkl, f3kl' and 
(jk±mk) are all required to be integers, both jk and mk by themselves can either be 
integers or half of odd integers. 

Also, 
(4.5) 

If for a given set of m's no f3's in this range satisfy the equations (4.4), then the 
corresponding coefficient must vanish. 
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(c) Some Further Properties of the Ooupling Ooefficients 

In Section II some properties of the S coefficients were derived that are con­
sequences of equation (2.1) and the properties of rotation matrices. Properties to be 
mentioned here are related to their explicit form. 

The coefficient vanishes unless, from (3.33), 

hence, from (3.32), 

and, from (4.4), 

n n 

J == ~ jk = ~ (Xkl is a positive integer; 
1 k<l 

n 

~ mk = O. 
1 

(4.6a) 

(4.6b) 

(4.7) 

From the generating function (4.1) it is seen that an interchange of any two 
columns, say, (jk, mk) and (jl, ml) is equivalent to interchanging tk and tl' This can 
at most alter the sign of the expression, since {(X} are determined by all the j's in a 
symmetric fashion. Because of the phase convention and (3.32) 

By (4.5), reversing the signs of all the m's is equivalent to changing the sign 
in all pairs (tk-tl) in the generating function. Hence by (4.6) 

n 

( .. . ) ( ) ~jk (.. .) S J1 J2 ... In {(X} = -1 1 S J1 J2 ... In {(X} . 
m1 m2 ... mn -m1-m2 . .. -mn 

(4.9) 

For n = 3, because of (3.37) both operations have the same parity (-IV, 
which is a known property of the 3j symbols and is now seen to be peculiar to that 
case only. 

Recursion relations and summation properties involving coefficients of different 
orders can be derived using the known relations involving the rotation matrices. 

V. SOME APPLICATIONS 

(a) The Oase n = 3 

From equation (4.1), or by factorizing (3.38), one obtains a generating function 
for 3j symbols 

[(J +1)! (J -2j1)! (J -2j2)! (J -2j3)!] -t (t1_ t2)J-2i3 (t2_ t3)J-2i 1 (ta-t1/-2i2 
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Other generating functions for the 3j symbols have been obtained and discussed 
by Schwinger (1952), Regge (1958), Bargmann (1962), and Ansari (1965). 

On using the relation between the spherical harmonics and the rotation matrices, 
equation (2.1) provides an expression for an integral over a product of spherical 
harmonics. For the special case n = 3, the integral may be obtained by collecting 
the appropriate coefficients in (3.38). The formula for an integral over three spherical 
harmonics was derived by Gaunt (1929) using recursion relations for associated 
Legendre polynomials and partial integrations over 8. Another derivation was given 
by Racah (1942), who used completeness relations and the Wigner-Eckart theorem. 

(b) An Extension of the Wigner-Eckart Theorem 

For the quantum mechanical expectation value of a product of n-tensor opera­
tors, a formula analogous to the Wigner-Eckart theorem may be derived by using 
the argument that led to (2.12). 

The transformation law for a tensor operator is 

+j 

TR(J)m' = I: 'l)(J)m'm(R}T(J)m' 
m--j 

Since the expectation value is an average of itself over rotations, we have 

where the second factor in the summand is independent of m indices, in fact, 

(5.2) 

(5.4) 

In deriving this, the transformation laws (5.2) and (2.5) have been used to 
express the effect of rotations on the individual factor and the average is performed 
by using (2.1). The appearance of a factor independent of the m's in (5.3) is a con­
sequence of the separation of the two types of m indices in (2.1). The Wigner-Eckart 
theorem concerns the case n = 3, in which there is no sum over {oc}. 

In closing it may be remarked that the greater facility provided by the use 
of the generating function (3.5) for the rotation matrix may be used in the investiga­
tions concerning other objects associated with the rotation group, e.g. the Racah 
coefficients. The calculations involving spherical harmonics are also simplified by 
using the corresponding three-dimensional generating functions. 
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ApPENDIX 

The argument of Section II is restated here in a different form to bring out a 
point on which caution is needed in using the non· orthogonal sets. 

Let the rotation R be represented by a vector t such that I tl is the angle of 
rotation and t is in the direction of the axis of rotation. Then the rotation operator 
is explicitly given by 

D(R) == exp( -it. J) , 

J=h+h+ .. ·+h· 

As R -+ 0; t -)0- 0 and D(R) -+ 1. Also, 

[J2, D(R)] = 0, 

VeD(R) = -iJD(R), 

J2 D(R) = D(R) J2 _ - V~ D(R) . 

The product of rotation matrices in (2.2) is the matrix element, 

<m' I D(R)lm > - ",[},1 , '" [in] , n n = ~ m 1 m 1 ••• ~ mn mn . 

(A.I) 

(A.2) 

(A.3) 

(A.4) 

(A.5) 

(A.6) 
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Then the following identifications can be consistently made 

<m~ID(R) l{oc}JM> = ~ 3)[J]M'M(R) S(m~l{ex}JM'), (A.7) 
M' 

<{oc}JMlmn> = S(mnl{ex}JM). (A.S) 

From the completeness of the system Imn), equation (A.7) gives 

D(R)I{oc}JM> = ~ 3)[J]M'M(R) ~ S(mnl{oc}JM') Imn>. (A.9) 
M' mn 

This is equation (2.9) with the left-hand side written differently. 

To show that l{ex}JM> are eigenfunctions of J2, we recall (e.g. Fano and Racah 
1959, Appendix E) that 

V~3)[J]M'M(R) = -J(J+l)3)[J]M'M(R). (A. 10) 

Then by (A.5) and (A.9) 

J2 D (R) l{oc}JM> = -V~D(R) l{ex}JM> 

= J(J+l)D(R)I{oc}JM>. (A.ll) 

Since the operator J2 can act only on Imn> in (A.9), the coefficient S must have 
the correct properties in J and M to ensure (A.ll). It now appears that equations 
(2.9) and (A.9) are the basic defining equations, and that the functions l{ex}JM> 
defined by (2.11) must always be understood as a limit 

l{oc}JM) = limR ... O (D(R) l{oc}JM». (A.12) 

This is of importance if we apply the rotation operator a second time. Thus 

(A.13) 

If the left-hand side is evaluated directly by using (2.11), then it may not be com­
pared with D(R2) l{ex}JM> as given by (2.9). Rather the connection with (2.9) is seen 
by using it on the right-hand side and taking the limit. This inconvenience can be 
eliminated only by changing to another basis that is orthogonal with respect to all 
the indices. 
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