
Aust. J. Phys., 1991, 44, 305-13 

Structure of Quantum Fluids at 
Nonzero Temperature* 

R. C. Storer 

School of Physical Sciences, The Flinders University of South Australia, 
G.P.C. Box 2100, Adelaide 5001, Australia. 

Abstract 

A method is presented for the calculation of the structure of fluids and gases, such as 
He, Ne or H2, for which quantum effects are important. The method depends on finding 
an efficient Monte Carlo sampling technique to evaluate the appropriate averages which 
lead to the radial distribution function. The method is illustrated by results for the radial 
distribution function of helium and neon at finite temperatures and densities. 

1. Introduction 

The framework for a discussion of the properties of quantum fluids at 
nonzero temperatures is based on the determination of the quantum statistical 
density matrix. In configuration space this is the representation of the operator 
e-f3H , thus 

p(x',x;f3)={x'1 e-f3H I x}, (1) 

where x == {Xl,X2, ... XN} and H is the N-particle Hamiltonian operator. This 
expression adequately takes account of the effects of quantum dynamics on 
the system, however in order to include the effect of quantum statistics it is 
necessary to ensure that only states with the proper Fermi or Bose statistics 
are included in the calculation of this matrix element. This can be done by 
calculating the properly symmetrised density matrix 

1 
Psym(X,x';f3)= N' LOp{x' I e-f3H I Px}, 

. p 
(2) 

where the sum is taken over all permutation of the particles, Px representing 
a permutation of the coordinates and op is the sign of the permutation (+1 
for bosons and even permutations of fermions, -1 for odd permutations of 
fermions). The thermodynamic properties of the system can be derived from 
the quantum partition function Z, which is the trace of the density matrix, i.e. 

Z = Tr(Psym) . (3) 
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Thus the internal energy E is given by 

a.enZ Tr(HPsym) 
E = ---aj3 = Tr(Psym) . 

R. G. Storer 

(4) 

Path integrals (Feynman and Hibbs 1965) can be used to give an explicit 
representation of the density matrix and have proved to lead to successful 
numerical techniques for the calculation of the density matrix and associated 
statistical properties of various quantum systems. Some early calculations 
focussed on helium (Fosdick and Jordan 1966; Klemm and Storer 1973) and on 
Coulomb systems (Storer 1968) by treating the two-particle contributions. Later 
calculations attempted to treat many-particle systems (Zamalin and Norman 
1973; Storer 1978; Barker 1979; Chandler and Wolynes 1981; Pollock and 
Ceperley 1984) and successfully included the effect of Bose statistics in the 
calculation (Ceperley and Pollock 1986). This paper will discuss some of 
the problems which arise from a naive attempt to carry out a Monte Carlo 
calculation of the path integrals involved and show how an approach based 
on effective potentials can improve dramatically the efficiency of the Monte 
Carlo process. We neglect the effect of Bose or Fermi statistics. 

Table 1. Quantum effects over various temperature ranges 

T (K) 'Aj0" Quantum effects 

4 1· 707 Dominant 
16 0·855 
64 0·427 Some 

256 0·213 
1024 0·107 Small 

2. Path Integrals 

One approach to the development of an expression for the path integral 
for the statistical density matrix (1) is to note the following relation 

e-f3H = e-f3H/M e-f3H/M ... e-f3H/M , (5) 

which is exact for M factors and any values of M. This can be written in an 
approximate form by noting the following approximation 

e-f3H::::: e-f3V/2e-f3Hoe-f3V/2 + 0([33) (6) 

which is valid at high temperatures (Le. small (3) for a Hamiltonian of the 
form H = Ho + V. In order for this to be a good approximation we need the 
thermal de Broglie wavelength, A, to be very much less than any characteristic 
size parameter of the system. For example, this is CT, the atomic diameter, 
for a simple fluid such as 4He. Indeed it is instructive to note for this case 
the various temperature ranges and the importance of the quantum effects: 
Table 1 illustrates this [note that A = (4rrh2[3/2m)t and 0":::::2·S56A. for 4He]. 
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Equation (6) can be used when {3 is replaced by 131M, for any temperature, 
provided that M is large enough. Thus we are led to the approximation 

e-f3H ~ e-f3V/2Me-f3Ho/Me-f3V/M •.• e-f3Ho/Me-f3V/2M. (7) 

If we neglect the effects of quantum statistics the trace of this quantity calculated 
in the configuration space representation gives a valid approximation to the 
partition function for the fluid, i.e. 

Z = Tr(e-f3H) 

( M)~MN [M N ~ A2 f ... f exp - ~ j~ rrM(,(J) _xy+l)2/A2 

_ t '" '" V( (i»] nM d (;) (;) M L;.?- Xjk . Xl" .dXN· 
1 J<k 1=1 

(8) 

In the limit as M -> 00 this expression is identical to the path integral 
representation of the partition function. 

An approach that has been taken is to use a standard Metropolis sampling 
procedure to estimate the integral involved in (8) (or its derivatives), i.e. to shift 
a randomly chosen xji) by a distance 0 and accept or reject the move depending 
on the value of the integrand. There are two basic problems with this process. 
The first term in the expression (the Gaussian term) has a characteristic length 
scale equal to A/.JMrr. The second term in the exponent (the potential term) 
has a characteristic length scale equal to (T. Since AI.JMrr« (T if M is large 
enough to ensure the validity of the approximation to the path integral, there 
is a basic mis-match in the length scales and the Metropolis procedure will 
be dominated by the first term in the exponential. Thus the sampling process 
may spend all the time trying to estimate the Gaussian integral form and 
it may require an abnormally long sequence to include fully the potential 
term. This is the basic reason for the large sampling errors involved in the 
early attempts at a Monte Carlo method for quantum systems. In addition the 
dimensionality of the integral in (8) is very large, being 3N x M. This could 
lead to an unacceptably long computing time. 

To illustrate these points consider a calculation for 4He at, say, 4 K using 
64 particles. If the high temperature approximation is taken at 1024 K, then 
M = 256 and the dimensionality of the integral is almost 50,000. This extremely 
high value, coupled with the fact that AI .JMrr ~ O· 15 A. which is very much 
less than (T ~ 2· 5 A. will make this approach unacceptable. 

To resolve these problems one could first concentrate on the two-particle 
density matrix and find a much better approximation for e-f3H than (6). Indeed, 
one can recognise that a better approximation to the two-particle density 
matrix is 

e-f3H ~ e-f3Veff/2 e-f3Ho e-f3Veff/2 (9) 
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with an appropriate choice of Veff. The effective potential Veff is a function of 
both r and the temperature and can be expressed in terms of the two-particle 
density matrix as 

e-llVeff(r;f3) = A 6 P2 (Xl, X2; Xl, X2; /3) , (10) 

which, of course, is an inversion of the configuration representation of (9). 
Whereas the approximation of (6) is only valid for 4He for temperatures much 
greater than 1024 K, the effective potential approximation (9) is valid for 
temperatures as low as 32 K. 

The key to the successful use of this approximation is an accurate and 
computationally straightforward way of calculating the effective potential 
Veff(r; /3). For this we can use the process initiated by Storer (1968) and Klemm 
and Storer (1973) which is based on the iterative scheme 

e-2f3H = e-f3H e-f3H , (11) 

which, in configuration space representation, can be written as 

P2(X,X; 2{3) = f P2(X,X'; {3)P2(X',X; {3)dx' . (12) 

For two particles, we can start from the high temperature approximation (6) 
and use (12) to calculate the density matrix at 2{3, i.e. half the temperature. 
This process can then be repeated to obtain the density matrix at half that 
temperature, and so on. To obtain the density matrix at 4 K starting from 1024 
K would require only eight iterations. In practice the integral in (12), which 
is over the coordinates for two particles, can be reduced to a single radial 
integral and a sum over the relative angular momentum quantum number. 
This makes each angular momentum contribution, when the radial variable is 
discretised, appear as a 'matrix squaring' process with appropriate correction 
made near the large radius cut-off point. 

To illustrate this result, the two-particle density matrix for 4He has been 
calculated at 32 K and (9) used to obtain the effective potential at this 
temperature. This is shown in Fig. 1 and compared with the basic Lennard­
Jones potential. If this effective potential were used instead of the actual 
potential in (8) to calculate Z then 

( M)~MN [M N 
Z "" A2 f ... f exp - ? ? rrM(xji) _xji+l»2/A2 

1=1 )=1 

{3 M ] M _ _ (i) (i) (i) 
M ? ? Veff(Xjk) n dXl ... dXN , 

1=1 )<k 1=1 

(13) 

only now to calculate the partition function for 4He at 4 K we only require 
M = 8. Thus not only is the dimensionality of the integrand reduced to 
the much more manageable 1536 but the value of A/JMrr "" 0·87 A, which 
measures the range of the Gaussian term, is much more compatible with the 
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Fig. 1. Effective potential for 4He at 32 K compared with the normal Lennard-Jones potential. 
Both potentials have been normalised by dividing by 32k, where k is Boltzmann's constant. 

range ()" '" 2 . 5 A of the potential term. There is still a gap between these two 
values which will lead to an unnecessarily long sequence of samples being used 
to essentially estimate the value of the Gaussian part of the integrand because 
of the relatively small values of the shift 6 which are required. An alternative 
process which puts more emphasis on the potential term is described in the 
following section. 

3. Alternative Monte Carlo Scheme 
As an alternative to the above, one can use the properties of Gaussian 

functions which lead to multi-dimensional integrals which can be integrated 
analytically. We note, as a key to this method, that the classical partition 
function for a reference potential U(r) can be written in the following two 
alternative ways: 

Zc = (;2 ) ~N f ... f exp[ - p ~ U(Xjk) ]dXl ... dXN (14) 

or 

( M)~MN [M N 
Zc = i\. 2 f ... f exp - 6 ~ rrM(xji) - xy+l»2 Ii\. 2 

(1) ] M (i) (i) -p ~ U(Xjk) 0 dXl ... dXN· (15) 

The equivalence of these expressions can be verified by analytic integration 
of the Gaussian term over the variables x~), ... x<jJ (i = 2, ... M). 

Equation (13) differs from the second form by the replacement of the reference 
potential U(xjl» by the average of the effective potential L"t!1 Veff(xjZ)/M. The 
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ratio of the quantum partition function Z to the classical partition function 
Zc is thus equal to 

Z ( [f3 ~ ~ (il ~ (ll ]) Z = exp - M 4- ?- Veff(Xjk) + f3 L. U(Xjk ) . 
c I J<k J<k 

(16) 

Here the average is taken with respect to the normalised distribution: 

exp [- f. I TfM(xjil- xY+ll)2/A2_ f3 IU(xjll)]/zc. 
i=l j<k j<k 

(17) 

The method then hinges on finding an efficient method for sampling from this 
distribution. We use an extension of the method used by Fosdick and Jordan 
(1966). The procedure is: first choose xY\i = 1. .. N) by using the Metropolis 
scheme, i.e. the points are chosen from the distribution exp[-f3Xj<kU(XJZl)]. 

Secondly, for each sample choose xji) (i = 2, ... M) recursively by 

(il_ (1l( 1 ) (i-ll(M-i+1) 
Xj - Xj M . 2 + Xj M· 2 -1+ -1+ 

+ A~11 (M - i + 1) 
- . "",,' A_f... . (18) 

where the components of the vector ~ are independent and normally distributed 
with a mean zero and a variance 1. This generates a closed chain of points 
with the Gaussian distribution of (17), with xyl being one point in the chain. 
In comparison with a classical Monte Carlo calculation this has the effect of 
replacing each particle position by a swarm of M particles with the size of the 
swarm being approximately A, the thermal de Broglie wavelength. Provided 
that A ::; (J" this provides an efficient method of sampling the distribution (17). 

There is a certain amount of freedom in the choice of the reference potential 
U(r). In practice the most straightforward choice is to take U(r) to be Veff 

multiplied by a constant factor. The factor is usually close to unity, however it 
should be chosen, or indeed U(r) should be chosen, to minimise the variance 
in the sampling of the average (16). This is often the case when Z "'" Zc. 

Since the calculation of the partition function is only an intermediate step in 
the determination of the thermodynamic properties of the system, it is more 
interesting to calculate other averages using the basic distribution. Foremost 
amongst these is the radial distribution function, g(r), which can be expressed 
as an average which involves a sum of D-functions. Since a sample involving 
a D-function is not practical in a finite number of steps we introduce the step 
function II defined by 

1 
ll(r-x) = 2€ when x-€<r<x+€ 

=0 elsewhere, (19) 



-----_.,._-, --'."~~~------,~"----,~-~."".""'~,-,,~"-" 

Structure of Quantum Fluids 

g(r) 

1.5 rl ---,------r----,------, 

• 

1.0 I- • 

0.51-

• 

0 1 • 1 
0.5 1.0 

1.5, 

• 

• 
1.0 

• 

0.5 

• 

0 1 • 
0.5 1.0 

1.5, 

• 

• 
1.0f-

• 

0.5l 

.. 
• 

1.5 

• 
• 

1.5 

• 
• 

• • •• 

• 

(a) 

· ............ ... 

2.0 2.5 

(b) 

• • . ............. --

2.0 2.5 

(c) 

•• • ••• •••••••• 

o 1 1 
0.5 1.0 1.5 2,0 2.5 

rIa 

311 

Fig. 2. Radial distribution for 4He at 16 K for a density of (a) nCT3 = 0 ·1, (b) nCT3 = 0.2, 
and (c) nCT3 = 0·25. 
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Fig. 3. Radial distribution function for neon at 33·78 K and a density of na3 = 0·2 (dashed 
curve) compared with the classical two·particle contribution, e-Pv (solid curve). 

and write g(r) as 

( ~ '" (i) [f3 '" '" (i) '" (1) ]) g(r) = ?-?- [.1(r - Xjk)/Ml exp - M ~ ?- Veff(Xjk) + f3 ?- U(Xjk) . 
1=1 J<k 1 J<k J<k 

(20) 

The parameter E is chosen to be very much less than fT but large enough to 
iron out the fluctuations. 

4. Results 
A sample of results obtained using this method for 4He is presented in 

Fig. 2. The radial distribution function for 4He is shown for a range of 
densities, n, up to those for a dense gas. The dominant contribution for the 
case nfT3 = 0·1 (Fig. 2a) is from two-particle effects. The quantum effect is 
quite strong here since the first peak would go to about 4·8 if the system was 
purely classical. The many-particle effects start to show up at higher densities 
with a suppression of g(r) for values of r - 2fT. These calculations were done 
with 32 particles; this number would have to be increased significantly to treat 
higher densities. The radial distribution function for neon is shown in Fig. 3 
for T = 33·78 K above the boiling point. The comparison shown with the 
classical two-particle approximation indicates the effect of quantum dynamics 
for this moderately dense system. For this calculation only a modest value 
of M = 4 needed to be used along with the actual potential. 

These promising results indicate that it is worthwhile to pursue more 
extensive computations at lower temperatures and to seek to include the effect 
of quantum statistics by an appropriate sampling of the permutations. 
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