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Introduction

Human activities within the top few kilometres of the crust 
can induce significant changes in the Earth’s stress field. Such 
activities include fluid injection for enhanced oil/gas recovery, 
wastewater disposal, CO2 sequestration, or hydraulic fracturing 
purposes. Fluid injection can cause changes to the local 
and distal stress fields that may induce irreversible changes 
to the rock and cause earthquakes (Committee on Induced 
Seismicity Potential in Energy Technologies, 2013). One can 
monitor the Earth for the (micro-) seismic signals to detect 
potential earthquakes and, through data processing, estimate the 
earthquake location. The spatial and temporal distribution of the 
detected seismicity provides insight into how the injection is 
affecting the subsurface.

Understanding the distribution of earthquakes is crucial for 
a number of reasons, primarily hazard assessment and risk 
mitigation. Traditionally, seismic event studies have focused 
on naturally occurring, larger magnitude events, because these 
earthquakes present the most significant seismic hazard (Stein 
and Wysession, 1991). However, with the recent increase in 
fluid injection activities for hydraulic fracturing (or stimulation) 
and waste-water disposal, small events that are orders of 
magnitude weaker than those felt by humans have taken on an 
outsized importance (e.g. Rutledge and Phillips, 2003; Maxwell, 
2010). Detecting and accurately locating these small events is 
critical for determining the efficiency and effectiveness of a 
fracture program – as well as the risks and potential hazards 
associated with subsurface fluid injection (e.g. Warpinski, 2013; 
British Columbia Oil and Gas Commission, 2016).

Producing accurate event locations, though, is largely a function 
of the signal strength and accurate knowledge of the subsurface 
velocity, both of which are often lacking during micro-seismic 
monitoring. Currently, there is no reliable established method for 

improving the velocity model from low signal-to-noise micro-
seismic data. The primary objective of this article is to review 
a new method for improving subsurface velocity models using 
low signal-to-noise micro-seismic data that is able to produce 
accurate and reliable location estimates.

Herein, we review the cause of fluid-induced seismicity and 
how it is monitored by sensing arrays. We then briefly discuss 
current methods for locating the observed (micro-) seismic 
events and inverting the data for improved velocity models. 
These methods include standard earthquake seismology 
techniques that require picking arrivals on individual traces, 
and more recent techniques suitable for weak arrivals based on 
exploration seismology principles such as seismic migration 
and image-domain inversion. Finally, we summarise the new 
methodology and demonstrate its robustness to low signal-to-
noise data with a case study from a hydraulic fracture data set in 
the Marcellus Shale, Ohio, USA.

Injection-related seismicity

Fluid-induced seismicity is driven by the injection of fluid 
into a subsurface geologic interval through boreholes, typically 
terminating between 1 and 3 km depth. The primary uses of 
fluid injection are long-term geologic storage of fluids, such 
as wastewater disposal and CO2 sequestration (Elliston and 
Davis, 1944; Metz et al., 2005; Ferguson, 2015), as well as 
hydraulic fracturing (Economides and Nolte, 2000; Legarth 
et al., 2005). For sequestration, large volumes of fluid, often 
by-products of oil and gas extraction, are injected into suitable 
geologic reservoirs to mitigate potential environmental hazards. 
Hydraulic fracturing is also undertaken to improve permeability 
of a geologic interval for enhanced oil and gas extraction 
or geothermal production. The mechanism of fluid-induced 
seismicity is, fundamentally, the same in most instances: fluid 
injection increases the pore pressure leading to mechanical rock 
failure - an earthquake. The failure could be in the form of 
tensile breaking, shear displacement, or a combination thereof 
(Fischer and Guest, 2011). Hydraulic fracturing uses high-
pressure injection with the intent of increasing the pore pressure 
beyond the minimum principal stress in the formation to cause 
tensile failure, thus inducing earthquakes as new fractures are 
formed (Hubbert and Willis, 1957). Fluid injection also induces 
shear displacements, which occur when pore pressure increases 
within a pre-existing fault causing a decrease in effective normal 
stress, either directly (McGarr et al., 2002; Zoback and Gorelick, 
2012) or through pressure diffusion (Talwani and Acree, 1984; 
Shapiro et al., 2003). When the normal stress decreases beyond 
a critical point, an earthquake initiates as slip along the fault. 
For a more thorough discussion on reservoir geo-mechanics and 
fluid-induced seismicity see Zoback (2007) and Shapiro (2015).

When an earthquake occurs it releases energy in the form of 
seismic waves. The seismic waves are radiated outward as 
both compressional (P-) and shear (S-) waves, with the P-wave 
energy traveling at a faster speed than the S-wave energy. The 
energy is not released uniformly in space, but has a radiation 
pattern that depends on the failure mechanism and orientation, 
with P-wave amplitudes generally weaker than those of S-wave. 
The moment magnitude (Mw), or total energy released by an 
induced earthquake, is usually in the micro-seismic range (i.e., 
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Mw < 4) and is not felt by humans. While most fluid induced 
earthquakes have Mw < 0, larger earthquakes on pre-existing 
faults have been induced by fluid injection [i.e. Mw = 5.7 and 
Mw = 5.3 in Oklahoma and Colorado, respectively (Keranen et 
al., 2013; Rubinstein et al., 2014)].

Seismic Monitoring

To monitor for potential fluid-induced seismicity, an array of 
seismometers or geophones is often deployed to measure the 
energy released as seismic waves as a function of ground motion. 
These devices can be placed in boreholes (e.g. Warpinski et al., 
1998; Maxwell et al., 2010), at or near the surface (e.g. Duncan 
and Eisner, 2010; Pesicek et al., 2014), or a combination thereof 
(Eisner et al., 2010). Figure 1 shows a schematic diagram 
of an induced seismic monitoring program. In this diagram, 
the wellbore, shown in black, injects fluid in the subsurface, 
indicated by the dashed maroon lines. The fluid injection process 
may induce earthquakes nearby or at a distance through pressure 
diffusion, which is represented by the light red dashed arcs. The 
earthquakes, also called ‘events’, are shown as red ‘explosions’. 
The red lines emanating from the near event represent seismic 
waves propagating from the source to the monitoring stations 
shown as triangles. In this case, there are both borehole and 
surface arrays, shown in blue and orange, respectively.

Borehole arrays have the dual advantage that they are usually 
located closer to the events and farther away from anthropogenic 
noise generated at the surface. Thus, they often record high 
signal-to-noise data and one can detect and process very weak 
events. Borehole monitoring, however, is limited by the number 
of suitable boreholes near the injection well, and therefore poor 
spatial coverage. Even where a suitable well is available the 
spatial distribution of the receivers is often poor, sometimes 
comprising only tens of sensors per well (e.g. Rutledge and 
Phillips, 2003; Maxwell et al., 2010). This limits the ability 
of the borehole arrays to record the full radiation pattern of 
an earthquake. When no suitable pre-existing borehole is 
available, the cost of drilling might be prohibitive for this type 
of monitoring.

Conversely, surface monitoring arrays have good spatial 
coverage with large channel counts, hundreds to thousands of 
sensors (e.g. Duncan and Eisner, 2010, Birkelo et al., 2012), and 

generally have the aperture to measure a much larger portion 
of the radiation pattern. Surface arrays often are comprised 
of relatively cheap sensors that are quick and easy to deploy, 
making them a cost effective monitoring solution. However, 
the drawback of surface arrays is the higher levels of noise and 
increased distance from the events, which lead to low signal-to-
noise data (S/N < 1). Therefore, surface arrays usually do not 
detect events as weak as those measurable on borehole arrays.

Figure 2 show data for strong (Mw = 0.24) and moderate (Mw 
= –0.47) micro-seismic events located more than 1.5 km below 
the surface. The data were recorded on a single three-component 
(3C) surface station, where the vertical component is shown 
in magenta and the two horizontal components are red and 
blue, respectively. For the strong event, the P- and S-wave first 
arrivals are clearly identifiable on the individual traces, while 
for the moderate event it is not possible to accurately identify 
the arrivals. Figure 3a–c and 3d–f show the complete 3C array 
data for the strong and moderate event, respectively. The data 
shown in Figure 2 are taken from trace 114 in this array. While 
it is possible to identify the events in the array data, picking 
accurate arrivals on each trace even in the strong example would 
be challenging.

Detected seismic arrivals can be used to produce estimates 
of the event properties such as location, magnitude and 
orientation. Of these, the event location is the most critical. 
Location estimates impact the determination of magnitude and 
orientation, and help evaluate the hydraulic fracture program 
by estimating both the lateral and vertical fracture growth 
and the complexity of the fracture network to optimise well 
completion (e.g. Maxwell, 2014). Additionally, the spatial and 
temporal distribution of events assists with estimating reservoir 
properties (e.g. Shapiro and Dinske, 2009), assessing potential 
hazards, and determining causality (i.e., natural vs induced 
seismicity) (Schoenball et al., 2015; Dempsey et al., 2016). This 
has implications for both effective completion operations and 
potential hazards from triggering a larger earthquake along the 
faults. Maxwell (2014) presents a more complete discussion on 
micro-seismic monitoring.

Figure 1.  Schematic diagram of fluid-induced seismicity with borehole 
and surface monitoring arrays. The black line is the injection well. The dashed 
maroon lines and dashed red arcs represent fluid injection and pressure diffusion, 
respectively. The red ‘explosions’ are earthquakes that emit seismic energy, shown 
as red arrows recorded at surface (orange) and borehole (blue) receivers.

Figure 2.  Example of (a) strong, Mw=0.24, and (b) moderate, Mw=-0.47, 
micro-seismic arrivals recorded at a single surface station, normalized to 
respective maximum amplitude. The magenta trace is the vertical component, 
while the blue and red traces are the two horizontal components. Picked P- 
and S-wave arrivals are indicated.
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Inaccurate location estimates can lead to incorrect conclusions 
about the causes and effects of induced seismicity. In late 
2008, a few events were felt in the Dallas–Fort Worth (DFW), 
Texas area. This area is historically aseismic, which raised 
concerns that a nearby wastewater injection well could be 
inducing the earthquake events. This was concerning because 
of the potential hazard to the large population in the area and 
proximity to the DFW airport. Surface sensors were deployed 
to investigate whether the seismicity was natural or induced by 
the injection well. Reiter et al. (2012) and Janská and Eisner 
(2012) both examine this data set. Despite using the same 
data and similar location methods, the two studies locate the 
events at different depths, which appears to be largely driven 
by differing velocity models. Reiter et al. (2012) estimates that 
the events originate near the injection interval, while Janská and 
Eisner (2012) places them much deeper. This led to opposing 
conclusions as to whether the observed seismicity was natural 
or triggered. While further investigation determined the events 
were anthropologically induced (Frohlich et al., 2016), this 
clearly demonstrates that inaccurate location estimates caused by 
velocity model errors can lead to misinterpretation of subsurface 
processes and, in this case, the risk associated with the well and 
injection activities.

Earthquake location techniques

There are numerous ways to estimate earthquake event locations. 
Most techniques were developed to locate large earthquakes 
that produce high signal-to-noise data and generally require 
picking the P- and S-wave arrivals on individual traces, such 
as in Figure 2a. This process reduces the dataset from the full 
waveform to the pick times. Amongst the most straightforward 
ways to estimate the location is trilateration or the method of 
spheres (commonly known as triangulation). In this method, one 

estimates the distance from each receiver using the difference 
between the P- and S-wave arrival times and constant estimates 
of the P- and S-wave velocities (Vp and Vs). Using the distance 
estimates, we can draw spheres of equiprobable event locations. 
Doing this for at least three station locations yields an estimated 
source location where the spheres intersect. This method, while 
simple, assumes a homogeneous earth, which is obviously 
incorrect and may lead to imprecise (i.e., large region of 
intersection) and/or inaccurate (i.e., incorrect radius of spheres) 
location estimates.

To account for the heterogeneity of the earth, one can generate 
travel-time surfaces that conform to the variable velocity of the 
geology. These variable travel-time surfaces are usually created 
by tracing rays (Cerveny, 2000) from each cell in a P- and/or 
S-wave velocity model to create a travel-time surface between 
each model point and every receiver. Using the calculated 
synthetic travel times, it is common to implement grid search 
methods (e.g. Geiger, 1910; Buland, 1976; Sambridge and 
Kennett, 1986), which formulate the location estimation as an 
optimisation problem to find the grid cell with the minimum 
residual defined as the square of the difference between the 
calculated and observed travel times. The grid location with the 
minimal residual is the estimated earthquake location. While 
this is usually performed in a deterministic fashion, probabilistic 
extensions have been developed (Lomax et al., 2000; Husen et 
al., 2003). Grid search methods have been used to locate large 
events in many areas (e.g. Dreger et al., 1998; Richards-Dinger 
and Shearer, 2000).

Pick-based methods become infeasible when the signal-to-noise 
level of the data is too low to permit identification of individual 
arrivals, such as in Figure 2b. To handle low signal-to-noise 
data, methods using seismic migration principles have been 
developed for micro-seismic data (e.g. Kao and Shan, 2004; 
Artman et al., 2010). For earthquake monitoring data, migration 
creates an image of the source by refocusing the recorded 
waveform as a function of space. Figure 4 present the results 
of using a homogeneous Earth model to forward model 2D 
synthetic data as well as the resulting image created by applying 
migration to that data to refocus the event to the source location 
at x0=[x,z]=[2.8,1.5] km. There are two primary migration 
algorithms to generate this type of image: Kirchhoff and wave 
equation. Both techniques exploit the power of stacking recorded 
data across all traces to enhance the signal-to-noise ratio. 
Therefore, relative to pick-based methods, these approaches can 
be used to locate events from datasets exhibiting much lower 
signal-to-noise levels.

The Kirchhoff migration approach is similar to the grid search 
algorithm above, in the sense that travel times are computed 

Figure 3.  Vertical, Northing, and Easting components for full surface array 
data from the strong (a–c) and moderate event (d–f) shown in Figure 2.

Figure 4.  Example 2D synthetic data (a) and resulting migrated image (b) 
with source location at x0= [2.8, 1.5] km. The migration algorithm refocuses 
the recorded energy in the migrated image. By using the correct velocity, the 
maximum in the image is at the true source location.
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from each grid cell to each receiver by ray tracing. However, 
rather than solving an optimisation problem, trace data are 
summed across the isochron (an equal time surface) generated 
from each grid cell for an assumed origin time, t0, and stored 
for that location. Kirchhoff migration has been used successfully 
to locate micro-seismic events from low signal-to-noise micro-
seismic data (e.g. Duncan and Eisner, 2010; Pesicek et al., 2014; 
Roux et al., 2014). This is also referred to as the back-projection 
method (Ishii et al., 2005) since it projects the data backward in 
time along the calculated rays. Given a correct velocity model 
and t0 estimate, summing across the isochron from the cell 
containing the event location should optimally stack the arrivals 
to produce a maximized output. For all other grid locations at 
the same t0 the isochrons will not perfectly coincide with the 
data and a lower amplitude output is produced. The grid cell 
with the maximum amplitude is the most likely source location 
for the given t0. The assumed origin time is then shifted and 
the process repeated for all time samples in the recorded data. 
This method is computationally more expensive than pick-based 
methods and requires additional sensors, the appropriate number 
of which depends on the signal-to-noise level of the data. 
However, by stacking over an array of sensors and using the 
full wavefield, it can locate events using data with much lower 
signal-to-noise levels than the methods discussed above.

The second class of migration algorithms is wave-equation 
migration, also called back-propagation, which numerically 
propagates recorded data backwards in time through a velocity 
model to reconstruct the source wavefields. This can be done 
with either time- or frequency-domain propagators. Given a 
suitably accurate velocity model, the recorded energy will 
maximally constructively interfere at the source location, x0, and 
t0. Figure 5 shows example reconstructed P- and S-wavefield 
snapshots at different propagation times. The left (right) panels 
are the P-wave (S-wave) snapshots. The upper panels are when 

t>t0, the middle panels are at t=t0, and the lower panels for 
t<t0. Once the wavefields have propagated through the source 
location, they defocus and are no longer representative of the 
true wavefield since we would need to remove the energy at the 
source location due to causality arguments. We see here that 
both the P- and S-wavefields collapse and focus at the source 
location (x0 = [2.8,1.5] km) and at t0 as they both originate at 
the same spatial and temporal point. One could scan through 
snapshots to identify the location and time of maximum focus 
as recognized by McMechan (1982). To eliminate the time-
consuming 3D scanning process, one can apply a zero-lag 
imaging condition that stacks over the time coordinate to 
produce an image solely as function of space (e.g. Figure 4b). 
Correlation-based imaging conditions are similar to those used 
in reflection seismic migration (Claerbout, 1971). These imaging 
conditions correlate various modes of the source wavefield, such 
as auto- and cross-correlation of P- and S-wavefield energy 
(Artman et al., 2010). The P-P and S-S autocorrelation imaging 
conditions are:

and the P-S cross-correlation imaging condition is expressed as:

where Iij are the images, and up and us are the reconstructed  
P- and S-wavefields, respectively.

Figure 5.  Snapshots reconstructed P- and S-wavefields (left and right columns, respectively) using wave-equation 
migration. Top panels are after source initiation (t > t0), middle panels are at source initiation time (t = t0), and bottom 
panels are prior to source initiation (t < t0).
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Similar to Kirchhoff methods, wave-equation migration can 
locate events in low signal-to-noise data by effectively stacking 
the recorded waveforms. In contrast to Kirchhoff migration, it 
more accurately replicates wave propagation physics through a 
more physically accurate (i.e., non-asymptotic) form of the wave 
equation that may account for particle motion, anisotropy, multi-
pathing, etc. The principle drawback of this technique is that 
it is more computationally expensive than any of the methods 
described above.

All the location methods described thus far are sensitive to 
the inputs. The inputs are pick or trace data for the pick-
based and migration methods, respectively, and a velocity 
model. Provided accurate input, both types of methods produce 
accurate locations. However, when the signal-to-noise level 
of individual traces becomes too low to pick with confidence, 
location estimates from pick-based methods become inaccurate 
(e.g. Pavlis, 1986; Billings et al., 1994). For migration-based 
methods, the signal-to-noise can be substantially lower, 
though there are still limits based on noise characteristics and 
acquisition geometry (Cieslik et al., 2016). All event location 
methods rely on an accurate velocity model to produce accurate 
locations (e.g. Gajewski and Tessmer, 2005; Eisner et al., 2009). 
Relative approaches, such as the double-difference method 
(Waldhauser and Ellsworth, 2000), try to account for velocity 
error to provide relative locations. However, even these methods 
are similarly sensitive to velocity model error (Michelini and 
Lomax, 2004). Therefore, constructing an accurate velocity 
model is essential to produce reliable location estimates.

Velocity inversion techniques

Velocity updating for earthquake data is most commonly done 
through travel-time tomography (TTT) (e.g. Aki and Lee, 1976; 
Thurber, 1983; Rawlinson and Sambridge, 2003). TTT attempts 
to produce a velocity model that minimizes differences between 
ray-traced travel times for all source-receiver pairs and picked 
arrivals. In micro-seismic monitoring, this has been used when 
source locations and origin times are known, such as perforation 
and calibration shots recorded in a borehole (Warpinski et al., 
2003; Bardainne and Gaucher, 2010). However, for scenarios 
where source locations and onset times are unknown, as is 
the case with (micro-seismic) earthquakes, it is preferable to 
jointly update the source location and velocity model (Thurber, 
1992) since the original location estimate may be incorrect due 
to velocity model error. This method has been successfully 
applied to events detected during borehole micro-seismic 
monitoring (Grechka and Yaskevich, 2014; Chen et al., 2017). 
Like pick-based location algorithms, this method is limited 
by the requirement of picking arrivals on individual traces 
and, therefore, may not be suitable for surface micro-seismic 
monitoring.

Another class of velocity updating methods uses the entire 
waveform through adjoint-state tomography. Adjoint-state 
tomography forms velocity updates by correlating ‘state 
variables’ with ‘adjoint-state variables’. In seismic monitoring 
scenarios, the state variables are wavefields generated by back-
propagating the recorded data, and the adjoint-state variables are 
the forward-propagated ‘adjoint sources’ derived from residuals 
defined as the mismatch between the expected and current 
estimate of the input (e.g. trace data or image). There are two 
primary classes of geophysical adjoint-state tomography that are 
distinguished by the domain where the residuals are calculated. 
The first are data-domain methods, such as full waveform 

inversion (FWI) (Lailly, 1983; Tarantola, 1984; Fichtner et al., 
2006), where one attempts to match forward-modelled synthetic 
data to the recorded trace data. The second are image-domain 
techniques, like differential semblance optimisation (DSO) 
(Symes and Carazzone, 1991; Symes, 1993; Shen, 2008), which 
attempt to optimally focus images.

FWI is similar to TTT in the sense that synthetic data are 
generated and compared to observations. However, FWI uses 
wave-equation propagation to forward model the data, and the 
residuals are usually computed as the difference between the 
modelled and recorded traces, rather than ray tracing and picked 
arrival times. This precludes a need for picking and can produce 
high-resolution velocity models. While FWI has been used to 
produce velocity models for large-magnitude earthquake data 
(e.g. Tape et al., 2009; Kamei et al., 2012), it has not been 
applied on field micro-seismic data. This is due to the associated 
computational complexity, the requirements of a very accurate 
starting velocity model, origin time t0, and source location 
estimate x0, and low signal-to-noise levels of recorded micro-
seismic data. If the data exhibit an insufficient signal-to-noise 
ratio the FWI algorithm will fit the noise rather than signal, 
leading to poor convergence and inaccurate interpretation. Thus, 
FWI is largely impractical for surface micro-seismic monitoring.

In contrast to the velocity updating techniques above, DSO does 
not attempt to directly match the input data; rather, it optimises 
the foci of migrated images. DSO has primarily been used to 
improve images of subsurface structure either through controlled 
source reflection experiments (e.g. Mulder and ten Kroode, 
2002; Albertin et al., 2006; Shen and Symes, 2008) or converted 
waves from earthquake data (Shabelansky et al., 2015). The 
quality of the migrated image is assessed by extending the 
correlation beyond zero lag. For this imaging case, the extended 
P-S image of equation 3 is

where λ and τ are spatial and temporal shifts, respectively. 
Since the P- and S-wavefields both originate at the same 
point in space and time, the image should be maximal at the 
source location and at zero lag in space and time (i.e., λ = 
0 m and τ = 0 s). An image having a maximum at λ ≠ 0 m 
and/or τ ≠ 0 s indicates velocity error (Witten and Shragge, 
2015). Residuals are defined by applying a penalty function to 
the extended image, which removes energy around zero lag. 
While DSO cannot achieve the resolution of FWI, it has a less 
stringent requirement on the initial model, making it applicable 
to locations where little a priori information is known. Since 
the residuals for DSO are defined in the image domain it is 
potentially suitable for producing reliable velocity updates for 
surface micro-seismic data.

In addition to the extended image (equation 4), the velocity 
model can be assessed by examining the suite of zero-lag 
images (equations 1-3). Since the P- and S-waves for a given 
event originate at the same point in the earth, all images 
should have maxima at the same model location. If the images 
are inconsistent this is an additional indication of P- and/or 
S-wave velocity error. Witten and Shragge (2017a) present an 
adjoint-state inversion methodology that exploits the expected 
consistency amongst the suite of zero-lag and extended images 
that is robust to low signal-to-noise data and common micro-
seismic acquisition geometries.
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Field data example

Figure 6 shows the acquisition geometry of a surface monitoring 
data set collected over a multi-well hydraulic fracture job in 
the Marcellus Shale, Ohio, USA. The red dots show the surface 
location of 192 3C geophones covering an area of approximately 
6.5 x 6.0 km2. The white box indicates the approximate extent 
of the horizontal injection wells. The hydraulic stimulation 
consisted of multiple wells, and more than 100 stages were 
completed that targeted the Marcellus Shale Formation (MSF), 
a thin organic rich interval located at approximately 1.75 km 
below the surface (1.5 km below mean sea level). The MSF is 
bounded directly below by a thick limestone layer, which has 
been shown to form a barrier for fracture growth.

Figure 6.  Satellite image showing topography with geophone locations 
in red. The white box (1.5 x 1.25 km2) indicates the approximate stimulated 
volume (from Witten and Shragge, 2017b).

The initial velocity information is taken from a single dipole 
sonic log acquired at the well head. The P- and S-wave 
velocities are measured from below the reservoir almost up to 
the surface. The well-log data were smoothed and extrapolated 
into a 3D volume, accounting for known minor regional 
structural dip of approximately 2%. The background of Figure 7 
shows the initial velocity model. Each face of the flattened cube 
shows a slice extracted through the 3D volume in the X1-X2 
plane (top face), X2–Z plane (front face), and X1-Z plane 
(side face). The crosshairs on the panels indicate the extraction 
locations for each face. In this case, the faces shown are the 
following planes: Z = 1.53 km, X1 = 3.22 km, and X2 = 2.93 
km. For reference, we project approximate boundaries of the 
stimulated volume on the 2D faces as dashed white boxes. The 
region of low VP/VS values is the reservoir interval.

A catalog of over 10,000 detected events was provided by the 
operator, from which we selected 28 events for inversion and 
another 100 events for validating the inversion results. The 
100 validation events vary in magnitude from Mw = –1.14 to 
Mw = –0.18. For a full discussion on the methodology and 
results see Witten and Shragge (2017b). The symbols on Figure 

7 are the estimated event location of the 100 validation events 
using the initial imaging velocity model. The black ‘+’ are the 
PP image locations (equation 1), the red ‘#’ are the SS image 
locations (equation 2), and the white ‘o’ are the PS image 
locations (equation 3). We note that there are large discrepancies 
between the location estimates between the various imaging 
conditions. In particular, the SS locations are often either 
much too deep or shallow, while the PP ones are deeper than 
expected. Due to the underlying limestone formation mentioned 
above, it is unlikely that the events originate in this unit.

Figure 8 shows the PP, SS, zero-lag PS, and an extraction from 
the extended PS volume, respectively. The input data are the 
event traces shown in Figure 3d–f, which are migrated through 
the initial velocity model. We see a clear discrepancy between 
focal locations of the zero-lag images, particularly the SS image 
and a slight shift from, and lack of symmetry about, zero-lag in 
the extended image volume. This indicates velocity error and 
provides image-domain residual for the inversion procedure.

Figure 7.  Initial Vp/Vs model and 100 estimated event locations. The black 
‘+’, red ‘#’, and white ‘o’ indicate the PP, SS, and PS event location estimates. The 
dashed white boxes indicate the approximate stimulated volume.

Figure 8.  Image volumes using the initial velocity model data of the 
moderate event shown in Figure 3d–f. Panels a–c are the zero-lag PP, SS, and 
PS images. Panel d shows a slice through the extended PS image volume 
extracted at the maximum location of the zero-lag image (from Witten and 
Shragge, 2017b).
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Using images such as those in Figure 8, we invert for P- and 
S-wave velocity models that optimally focus the suite of images 
without picking any event arrivals. Figure 9 shows the inverted 
VP/VS. Again, the symbols (black ‘+’, red ‘#’, and white ‘o’) 
indicate the estimated PP, SS, and PS event locations for the 
100 validation events. Comparing the event locations in Figure 
9 to those in Figure 7, we note that the inverted velocity model 
produces much more self-consistent event locations with many 
fewer situated beneath the reservoir interval. Figure 10 shows the 
same event as Figure 8 for the zero-lag PP, SS, and PS images, 
and an extraction from the extended PS volume, respectively, 
using the inverted velocity model. Again, we note much better 
focal location self-consistency among the zero-lag images and 
a more symmetric focus around zero lag in the extended image.

Figure 9.  Final inverted Vp/Vs model and 100 estimated event locations. 
The black ‘+’, red ‘#’, and white ‘o’ indicate the PP, SS, and PS event location 
estimates. The dashed white boxes indicate the approximate stimulated 
volume.

Discussion and conclusions

While the results shown in Figure 9 do not depict an accurate 
representation of the geology, they do provide a suitable 
imaging velocity. Unlike in the conventional exploration seismic 
context, the goal in micro-seismic monitoring is not to make 
interpretations about the geological structure of the earth; rather, 
it is to determine the location and potential causality of detected 
earthquakes to assess oil and gas production efficiency and 
mitigate potential hazards. Therefore, the obtained inversion 
results provide the optimal solution for imaging. The main 
drawback of the image-domain inversion methodology presented 
is the computational expense. However, as shown a limited 
number of events are needed for the inversion and with modern 
computation hardware, particularly graphics processing units 
(GPUs), the results can be obtained in a reasonable time frame. 
The principal benefit of this technique is that it provides a viable 
means to invert for the elastic velocity model to optimally image 
the detected events without the need for picking arrivals. This is 
particularly important for surface micro-seismic monitoring where 
the detected events are often too weak to be seen on individual 
traces. Therefore, the image domain technique provides the only 
known means to accurately update the model in these scenarios.

As injection programs are becoming increasingly common, it 
will be more important to monitor for subsurface changes to 
ensure the social license to operate, guarantee safe operations 

or, perhaps, to meet regulatory requirements. Given that the 
monitoring will often be surface-based to help minimise costs, 
the method may be optimal to produce the most accurate 
location estimates and therefore reliable interpretations of the 
subsurface changes resulting from the injection.
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